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Abstract

We consider a mathematical model of spin coating of a single polymer blended in a solvent. The model describes the one-dimensional development of the thin layer of the mixture as the layer thins due to flow created by a balance of viscous forces and centrifugal forces and due to evaporation of the solvent. In the model both the diffusivity of the solvent in the polymer and the viscosity of the mixture are very rapidly varying functions of the solvent volume fraction. Guided by numerical solutions an asymptotic analysis reveals a number of different possible behaviours of the thinning layer dependent on the nondimensional parameters describing the system.

The main practical interest is in controlling the appearance and development of a “skin” on the polymer where the solvent concentration reduces rapidly on the outer surface leaving the bulk of the layer still with high concentrations of solvent. The critical parameters controlling this behaviour are found to be $\epsilon$ the ratio of the diffusion to advection time scales, $\delta$ the ratio of the evaporation to advection time scales and $\exp(-\gamma)$, the ratio of the diffusivity of the initial mixture and the pure polymer. In particular, our analysis shows that for very small evaporation with $\delta \ll \exp(-3/(4\gamma))\epsilon^{3/4}$ skin formation can be prevented.

1 Introduction

Spin coating of polymers blended in volatile solvents is one of the most widespread methods used in the coating industry to produce a uniformly thin surface of as little as a few hundred nanometre thickness. It is used for many technologies including the production of electronic devices [3], or organic solar cells [7, 8]. One of the earliest theoretical studies goes back to Emslie et al. [5]. Further aspects, such as non-Newtonian rheology and colloidal suspensions were included by Acrivos et al. [1] and Rehg et al. [14].

For the applications mentioned above, evaporation of the solvent plays a crucial role for the evolution of the morphology. This has first been investigated experimentally by Kreith et al. [9] and later by Birnie and Manley [6]. The first mathematical treatment of this aspect is due to Meyerhofer [12] and was later extended by Sukanek [17], Bornside et al. [2] and Reisfeld et al. [15, 16]. Due to the evaporation, the typically undesired phenomenon of skin formation may occur and has first been studied by Lawrence [10, 11], see also de Gennes [4] and Okuzono et al. [13] for further discussions.
Clearly, there are many time and spatial scales in this process and to our knowledge these have not been completely quantified. Moreover, this is the case even for the classic spin coating problem of a solution of a single polymer blended in a volatile solvent, which has been studied for many decades. Due to the growing technological interest in efficient organic solar cells it is of central importance to thoroughly understand the evaporative spin coating process and to be able to completely characterise and accurately describe it. With this aim in mind it is instructive to first consider the simple case of spin coating a single polymer solution with a volatile solvent and this is what we do in this paper. These ideas should motivate analysis of the more practical problem, where there are a blend with several polymer species and evaporation may lead to phase separation of the polymer mixture with formation and destabilisation of polymer-polymer interfaces. For the manufacturing of efficient organic solar cells for example, the sizes and morphologies of these interfaces need to be well controlled.

We base our study on the situation and experimental data given in Bornside et al. [2]. This process has several time scales which have been identified from numerical calculations. Roughly speaking, there is a very fast initial time scale lasting only a few seconds, which is dominated by convection of fluid in radial direction accompanied by very fast thinning and negligible evaporation. Subsequently, on a longer time scale convection becomes negligible and the process is dominated by evaporation of the solvent controlled by diffusion. There are further longer time scales that lead eventually to formation of a “skin”. However, for more volatile solvents or larger initial volume fraction of the polymer, skin formation may occur on a much shorter time scale.

Our aim in this study is to quantify in which parameter regimes the behaviour will occur. We present a systematic approach using matched asymptotic expansions in order to quantitatively characterise the various processes. Our asymptotic analysis is able to determine the various parameter regimes, in particular when skin formation occurs and on what time scale. We compare our analytic solutions to those of our numerical code that uses nonuniform grids in order to capture the self-similar approach toward blow-up in our mathematical model, i.e. skin formation.

2 General Behaviour of a Spun Coat Layer

From the detailed analysis of the model presented in this paper we have found that in most physically relevant circumstances there are a number of different behaviours that can occur. In examining these we consider the physically relevant case where changes in diffusion coefficient due to changes in solvent concentration occur on the same scale as the changes in the viscosity. These behaviours are dependent primarily on the relative importance of three time scales in the problem and the initial volume ratio of polymer to solvent. The three timescales are i) the diffusion time of the solvent across the initial layer, ii) the time to advect across the initial layer due to the vertical velocity induced by the centrifugal and viscous forces, and iii) the time to evaporate solvent from the initial layer. The relative size of these time scales is readily captured
by considering the parameters $\epsilon$, the ratio of the diffusion to advection time scales and $\delta$, the ratio of the evaporation to advection time scales both of which are very small in any practical situation and the initial volume ratio is described by $\gamma$ which is also relatively small. Our analysis shows that there are three main regimes of behaviour corresponding to

(i) $\delta \ll \epsilon^{3/4} \ll 1$ (small evaporation)

(ii) $\epsilon^{3/4} \ll \delta \ll \epsilon^{1/2} \ll 1$ (medium evaporation)

(iii) $\epsilon^{1/2} \ll \delta \ll 1$ (large evaporation)

In each case the balance of mechanisms governing the development of the layer changes as time progresses. Most interestingly, the case (i) has a limiting case

(iia) $\delta \ll \exp(-3/(4\gamma)) \epsilon^{3/4}$ (very small evaporation)

where, unlike in the other cases, there is no skin formation.

In all cases initially the layer thins due to centrifugal forces balancing with viscous stresses while evaporation causes changes in solvent concentration in a narrow boundary layer near the surface. If the solvent volume fraction variations in this boundary layer becomes significant so that diffusion drops dramatically, a skin is formed. Once a skin has formed, there is a much longer time scale over which the volume fraction slowly equilibrates.

In the large evaporation case, the skin forms before the layer thins significantly; in the medium evaporation case, the skin forms after the layer has thinned. In both cases, when the thin skin forms, the material under the skin still has its initial consistency.
When the evaporation rate is small, a thin skin forms with the material underneath being spatially uniform but at a solvent concentration that is much less than its initial value. For the very small evaporation rate, no skin forms.

3 Basic one-dimensional model

We consider the movement of a mixture on a spinning disk which spins with angular velocity \( \omega \) about the \( z \) axis (hence \( \omega = \omega z \)). The coordinate system is fixed in the disk with \( r \) as the radial distance and the mixture between the spinning disk \( z = 0 \) and the upper surface \( z = h(r, t) \). The mixture is taken to have a volume fraction of the volatile solvent \( \phi(r, z, t) \) with the polymer having volume fraction \( 1 - \phi(r, z, t) \).

We consider the mixture to flow radially symmetrically and act as an incompressible Newtonian fluid, with the fluid velocity being velocity \( u \) with components \( u(r, z, t) \) in the radial direction and \( w(r, z, t) \) in the \( z \) direction. We assume the viscosity \( \eta(\phi) \) to be very strongly dependent on the solvent volume fraction, and that diffusion of the solvent through the mixture be represented by a diffusion coefficient \( D(\phi) \), which is also very strongly dependent on the solvent volume fraction. We assume the density of the mixture, \( \rho \), is independent of the solvent volume fraction so that the governing equations are as follows:

The momentum equations are

\[
\rho (\partial_t u + u \cdot \nabla u) = \nabla \cdot T - \rho [2\omega \times u + \omega \times (\omega \times r)],
\]

where the stress tensor is given by \( T = -pI + \eta(\phi) \dot{\gamma} \) with the strain rate \( \dot{\gamma} = \nabla u + (\nabla u)^T \) and \( I \) is the identity matrix. The continuity equation is given by

\[
\nabla \cdot u = 0.
\]

These are coupled to the diffusion equation for the solvent volume fraction

\[
\partial_t \phi + u \cdot \nabla \phi = \nabla \cdot (D(\phi)\nabla \phi),
\]

where we chose for simplicity

\[
\eta(\phi) = \eta_0 e^{-\phi/b} \quad \text{and} \quad D(\phi) = D_0 e^{\phi/a}
\]

for the functional dependency of the viscosity and diffusion on the volume fraction. The constants \( \eta_0, D_0, a \) and \( b \) are material constants. Note, that Bornside et al. [2] used this exponential to describe the diffusion but used an algebraic expression to describe the viscosity. However, the precise details of the dependency of the diffusion coefficient and the viscosity are not essential to the following discussions.
For the boundary conditions at the free surface \( z = h(r, t) \) we have the normal and tangential stress conditions. We assume that there is a surface tension, \( \sigma \), acting and no tangential stress so that

\[
\mathbf{n} \cdot \mathbf{T} \cdot \mathbf{n} = \sigma \nabla \cdot \mathbf{n} \quad \text{and} \quad \mathbf{n} \cdot \mathbf{T} \cdot \mathbf{t} = 0.
\]  

(3.1e)

For the kinematic condition we have

\[
\mathbf{u} \cdot \mathbf{n} - \frac{\partial_t h}{\sqrt{1 + \partial_r^2 h}} = \frac{J(\phi)}{\rho},
\]  

(3.1f)

where \( J(\phi) \) denotes the flux due to evaporation.

At this surface conservation of solvent gives

\[
-D(\phi) \nabla \phi \cdot \mathbf{n} + \phi \left( \mathbf{u} \cdot \mathbf{n} - \frac{\partial_t h}{\sqrt{1 + \partial_r^2 h}} \right) \rho = J(\phi),
\]  

(3.1g)

or, using (3.1f)

\[
D(\phi) \nabla \phi \cdot \mathbf{n} = -J(\phi) (1 - \phi).
\]  

(3.1h)

Following Bornside et al [2] we take the empirical law

\[
J(\phi) = k(\phi - \phi_1),
\]  

(3.1i)

where \( \phi_1 \) is the equilibrium solvent volume fraction determined by conditions in the adjacent gas and \( k \) is the mass transfer coefficient. Boundary conditions at the solid substrate \( z = 0 \) are the no-slip and impermeability conditions

\[
\mathbf{u} = 0 \quad \nabla \phi \cdot \mathbf{n} = 0.
\]  

(3.1j)

For the initial conditions we let

\[
h(r, 0) = h_0 \quad \text{and} \quad \phi(r, z, 0) = \phi_0.
\]  

(3.1k)

To analyse the problem we put it into nondimensional form and consider suitable limiting cases from the various parameters in the problem. Note, we nondimensionalise the problem using the overbar notation for the nondimensional variables, but for simplicity of notation, we will immediately drop the overbar notation from thereon.

\[
r = \overline{L} \bar{r}, \quad z = \overline{H} \bar{z}, \quad h = \overline{H} \bar{h}, \quad h_0 = \overline{H},
\]  

(3.2a)

\[
u = \overline{U} \bar{u}, \quad w = \varepsilon_l \overline{U} \bar{w}, \quad T = \frac{\overline{U}}{\overline{U}} \bar{T}.
\]  

(3.2b)
where we take the characteristic height $H$ as the initial height $h_0$ of the layer, $L$ as the radius of the spinning disk, and introduce the aspect ratio $\varepsilon \ell = H/L$. For the characteristic velocity we choose

$$U = \frac{2\rho \omega^2 H^2 L}{\eta_0 e^{-\phi_0/2b}}.$$  
(3.2c)

For $\phi$ we let

$$\phi = \phi_0 + 2a\bar{\phi},$$  
(3.2d)

so that

$$\eta = \eta_0 e^{-\phi_0/2b} e^{-\mu\bar{\phi}} \quad \text{and} \quad D = D_0 e^{\phi_0/2a} e^{\bar{\phi}},$$  
(3.2e)

where $\mu = a/b$. Notice that, because $a$ is rather small, this nondimensionalisation scales the solvent volume fraction to be very close to the initial value and this ensures we can easily see the strong dependency of the diffusivity and viscosity on the solvent.

For the rest of the paper we consider only the one-dimensional problem. This means we consider the case of uniform thickness of the liquid layer across the substrate, i.e. the free boundary $h$ is independent of $r$. In addition we assume that $\phi$ does not vary in the radial direction. We note that the assumption of a uniform thickness over the entire region is quite good except for neglecting variations with radius of the mass transfer rate to the surrounding gas, $k$.

For the thin liquid layer we make use of the fact that $\varepsilon \ell \ll 1$ (and also that the reduced Reynolds number $(2\rho^2 \omega^2 H^4)/\eta_0 \exp(-\phi_0/(2b))$ is small). In the standard way the leading order lubrication approximation renders the pressure to be independent of $z$, so that integrating the radial component of the momentum equation twice w.r.t. $z$, using the leading order boundary conditions of tangential stress $\partial_z u = 0$ and normal stress $p = 0$ at the free boundary $z = h(t)$, and the no-slip $u = 0$ and impermeability condition $w = 0$ at the solid substrate $z = 0$ one obtains the expression

$$u(r, z, t) = \int z_0^z r(h(t) - z) e^{\mu\bar{\phi}} dz.$$  

Using the continuity equation and integrating w.r.t. $z$ we obtain

$$w(z, t) = -\int z_0^z (h(t) - q)(z - q) e^{\mu\bar{\phi}} dq$$  
(3.3a)

which couples to the nondimensionalised diffusion equation

$$\partial_t \phi + w \partial_z \phi = \varepsilon \partial_z \left(e^{\phi} \partial_z \phi\right),$$  
(3.3b)

together with boundary conditions at $z = h(t)$

$$\frac{\varepsilon}{\delta} e^{\phi} \partial_z \phi = -\frac{1}{\beta}(1 + \gamma\phi)(1 - \beta\phi),$$  
(3.3c)

$$\partial_t h - w = -\delta(1 + \gamma\phi).$$  
(3.3d)
the boundary conditions at $z = 0$
\[ \partial_z \phi = 0 \] (3.3e)
and the initial conditions
\[ h(0) = 1 \quad \text{and} \quad \phi(z, 0) = 0. \] (3.3f)

The resulting nondimensional parameters in the problem for $w(z, t)$, $\phi(z, t)$ and $h(t)$ defined by (3.3a)-(3.3f) are given by
\[ \epsilon = \frac{1}{\varepsilon \ell \text{Pe}}, \quad \delta = \frac{k(\phi_0 - \phi_1)}{\varepsilon \ell U}, \quad \text{where} \quad \text{Pe} = \frac{U H}{D_0 e^{\phi_0/2a}}, \] (3.4a)
\[ \gamma = \frac{2a}{\phi_0 - \phi_1}, \quad \beta = \frac{2a}{1 - \phi_0} \quad \text{and} \quad \mu = \frac{a}{b}. \] (3.4b)

Typical values for the constants, that are involved in the spin coating process are given e.g. in Bornside et al. [2] and Kreith el al. [9]:
\[ D_0 = 7.8 \times 10^{-12}\text{cm}^2\text{sec}^{-1}, \quad H = 10^{-2}\text{cm}, \]
\[ \eta_0 = 1\text{P}, \quad \omega = 3000\text{rad sec}^{-1}, \quad \rho = 1\text{g cm}^{-3}, \]
\[ \phi_0 = 0.9, \quad \phi_1 = 0, \quad a = 1/20, \quad b = 1/20, \]
\[ k = 4 \times 10^{-5}(\omega \text{sec})^{1/2}\text{cm sec}^{-1}. \]

On the basis of these data, we find for the orders of magnitude of the nondimensional parameters
\[ \epsilon \approx 3.5 \times 10^{-7}, \quad \delta \approx 1.1 \times 10^{-4}, \quad \beta \approx 1, \quad \gamma \approx 0.1, \]
and the fact that the diffusivity and viscosity have very similar sensitivities to the solvent volume fraction implies $\mu \approx 1$. We note that this system has been considered by Reisfeld et al. [15, 16] but without the variability of the diffusivity or viscosity. For the analysis presented here, we shall assume from now on
\[ \epsilon \ll 1 \quad \delta \ll 1 \quad \text{and} \quad \gamma \ll 1, \]
that $\beta$ is of order one and $\mu$ is very near unity. The relative size of $\epsilon$ and $\delta$ will need to be considered as different cases.

Numerical solutions to this problem can readily be generated. Here, our aim is to find analytical expressions for the solutions by considering physically relevant limiting cases of the nondimensional parameters and hence gain insight into the range of values that give particular behaviour such as skin formation.
4 Asymptotic regimes

The behaviour of the mixture layer is different depending on the relative size of $\delta$ and $\epsilon$. We present the behaviour for three different regimes, starting from small evaporation rates, as this turns out the richest case and conclude with the regime for large evaporation rates.

4.1 Small evaporation ($\delta \ll \epsilon^{3/4} \ll 1$)

4.1.1 Early time scale ($t = \mathcal{O}(1)$)

We start by considering the behaviour for $t = \mathcal{O}(1)$. In this regime the layer thins due to fluid flow alone and the solution has one behaviour in the bulk and another in a small diffusive boundary layer adjacent to the free surface.

\textbf{Behaviour in the bulk} \quad \text{Taking the lowest order problem we find}

\begin{align}
\partial_t \phi + w \partial_z \phi &= 0, \\
 w &= -\int_0^z (z - q)(h(t) - q)e^{\nu\phi(q,t)} \, dq, \\
 \partial_t h - w &= 0 \quad \text{at} \quad z = h, \\
 h &= 1 \quad \text{and} \quad \phi = 0 \quad \text{at} \quad t = 0.
\end{align}

This has the solution

$$\phi = 0, \quad \text{so that} \quad w(z, t) = -\frac{hz^2}{2} + \frac{z^3}{6}$$

with the condition at $z = h$, giving

$$\partial_t h + \frac{h^3}{3} = 0 \quad \text{and hence} \quad h(t) = \frac{1}{\sqrt{1 + 2t/3}}.$$

This solution is well known but note that care needs to be taken in getting this solution as (4.1b) contains an integral over the whole region including the boundary layer and (4.1c) is imposed in the boundary layer, however, so long as the integrand never gets large in the boundary layer, which will be true in the limit here, this solution is correct to lowest order.

\textbf{Behaviour in the diffusion boundary layer} \quad \text{The boundary layer scalings are}

$$z = h(t) + \epsilon^{1/2} \hat{z} \quad \text{and} \quad \phi(z, t) = \frac{\delta}{\epsilon^{1/2}} \tilde{\phi}(\hat{z}, t)$$

$\text{(4.4)}$
and note, for small evaporation, this corresponds to \( \phi \) remaining small in this region. The problem in the boundary layer is then

\[
\begin{align*}
\partial_t \tilde{\phi} - \frac{h^2 \tilde{z}}{2} \partial_{\tilde{z}} \tilde{\phi} &= \partial_{\tilde{z} \tilde{z}} \tilde{\phi} , \\
\text{at } \tilde{z} = 0 \partial_{\tilde{z}} \tilde{\phi} &= -\frac{1}{\beta} , \\
\text{far field } \tilde{\phi} &\to 0 \text{ as } \tilde{z} \to -\infty , \\
\tilde{\phi} &= 0 \text{ as } t = 0 .
\end{align*}
\]

We note that, because of the form of \( h(t) \) in (4.3), after an initial transient to account for the initial condition, this problem has self-similar behaviour of the form

\[
\hat{\phi} = \frac{1}{\beta} \left( 1 + \frac{2}{3} t \right)^{1/2} u(\zeta) , \quad \hat{z} = - \left( 1 + \frac{2}{3} t \right)^{1/2} \zeta
\]

(4.6)
described by the boundary value problem

\[
\begin{align*}
\frac{d^2 u}{d\zeta^2} &= \frac{1}{3} u - \frac{5}{6} \zeta \frac{d u}{d\zeta} , \\
\frac{d u}{d\zeta}(0) &= 1 , \\
u &\to 0 \text{ as } \eta \to \infty .
\end{align*}
\]

(4.7)
The solution to (4.7) can be written in terms of Kummer’s functions

\[
\begin{align*}
M(a,b,z) &:= \frac{\Gamma(b)}{\Gamma(a)\Gamma(b-a)} \int_0^1 e^{zx} x^{a-1} (1-x)^{b-a-1} dx , \\
U(a,b,z) &:= \frac{1}{\Gamma(a)} \int_0^\infty e^{-zx} x^{a-1} (1+x)^{b-a-1} dx ,
\end{align*}
\]

and is given by

\[
u(\zeta) = \left[ 1 - \kappa \frac{2}{5} U \left( \frac{6}{5}, \frac{3}{2}, 0 \right) + 2 \kappa U \left( \frac{1}{5}, \frac{3}{2}, 0 \right) \right]
\times e^{5/12 \zeta^2} M \left( \frac{6}{5}, \frac{3}{2}, \frac{5}{12} \zeta^2 \right) \zeta
\]

\[
+ \kappa e^{5/12 \eta^2} U \left( \frac{6}{5}, \frac{3}{2}, \frac{5}{12} \eta^2 \right) \eta
\]

(4.8)

where we must take \( \kappa = -0.366172 \) for this to match to the outer solution \( \phi = 0 \).

Comparison of this solution for \( t = O(1) \) with our numerical results are shown in figure 2 and indicates where the approximation break down in time.
4.1.2 Medium time scale \((t = O(\epsilon^{-1/2}))\)

The previous results have established that as \(t\) gets larger the layer thins according to \(h = O(t^{-1/2})\) (from (4.3)) and, using (4.6), a boundary layer forms of thickness \(O((\epsilon t)^{1/2})\) in which the volume fraction is of size \(\phi = O(\delta (t/\epsilon)^{1/2})\). There are several scenarios how this solution ceases to be valid as time progresses. The possibilities are:

a) Evaporation eventually becomes important, so that

\[
\partial_t h + \frac{1}{3} h^3 = O(\delta) .
\]  

(4.9)

This occurs when \(t^{-3/2} = O(\delta)\), i.e. on the time scale \(t_a = O(\delta^{-2/3})\).

b) The thickness of the boundary layer grows to the size of the entire layer, i.e. when \(h = O((\epsilon t)^{1/2})\). This occurs on the time scale \(t_b = O(\epsilon^{-1/2})\).

c) Thirdly, the volume fraction \(\phi\) increases to be \(O(1)\) in the boundary layer, resulting in formation of a skin with significant variations in the diffusive and the viscosity. This occurs when \(\delta(t/\epsilon)^{1/2} = O(1)\), i.e. if \(t_c = O(\epsilon/\delta^2)\).

We note that there is one distinguished limit, where all three time scales, \(t_a\), \(t_b\), and \(t_c\) are equal. This happens when \(\delta \sim \epsilon^{3/4}\). In the case when \(\delta \gg \epsilon^{3/4}\), which we will refer to as medium evaporation, the time scales are ordered according to \(t_c \ll t_a \ll t_b\) and therefore skin formation occurs first. In the other case, when \(\delta \ll \epsilon^{3/4}\), which we call small evaporation, the time scales are ordered according to \(t_b \ll t_a \ll t_c\). We now study the small evaporation case and determine the behaviour on the timescale of \(t = t_b = O(\epsilon^{-1/2})\). Since \(h = O(t^{-1/2})\) for large \(t\), this shows that we should consider \(h = O(\epsilon^{1/4})\) and \(\phi = O(\delta (t_b/\epsilon)^{1/2}) = \delta \epsilon^{-3/4} \ll 1\). From the kinematic condition, (3.3d), we then find that \(w = O(\epsilon^{3/4})\). Hence, we introduce the following scales for this regime:

\[
t = \epsilon^{-1/2} t^*, \quad h = \epsilon^{1/4} h^*, \quad z = \epsilon^{1/4} z^*,
\]

\[
w = \epsilon^{3/4} w^*, \quad \phi = \frac{\delta}{\epsilon^{3/4}} \phi^* ,
\]
Figure 2: Comparison of the numerical and asymptotic results in the small evaporation regime, for \( \epsilon = 3.5 \times 10^{-5}, \delta = 1.1 \times 10^{-8}, \) and for constant viscosity \( \mu = 0. \) The solid curves denote the numerical results for \( h(t) \) and \( \max_x |\phi(x, t)| \) for (3.3). The dashed line shows \( \max_x |\phi(x, t)| \) for the self-similar solution (4.6), (4.7), to the early time asymptotic problem; the behaviour for \( h \), given by (4.3), is indicated by circles. The dash-dotted curves show the longtime approximations (4.13) for \( \max_x |\phi(x, t)| \) for the leading order asymptotic solution in the medium time regime; note that in this regime, the leading order solution for \( h(t) \) coincides with the long time expansion of (4.3), so we do not include a separate line. The two vertical dotted lines correspond to the times \( t = \epsilon^{-1/2} = 169 \) and \( t = \delta^{-2/3} = 2.02 \times 10^5 \), respectively.
and obtain the problem:

\begin{align}
\partial_t \phi^* + w^* \partial_z \phi^* &= \partial_z z^* \phi^*, \\
w^* &= \frac{h^* z^{*2}}{2} + \frac{z^{*3}}{6}, \\
z^* &= h^*: \\
\partial_z \phi^* &= \frac{1}{\beta}, \\
\partial_t h^* - w^* &= 0, \\
z^* &= 0: \\
\frac{\partial \phi^*}{\partial z^*} &= 0, \\
t^* \to 0: \\
\phi^* \to 0, \quad h^* \to (2t^* / 3)^{-1/2} 
\end{align}

(4.10a)-(4.10e)

where the final conditions come from matching.

To examine when the solution to (4.10a)-(4.10e) may cease to be valid it is instructive to consider the long-time limit the problem. This can be easily seen by setting

\begin{align}
z^* &= \frac{1}{\sqrt{2/3t^*}} \xi, \\
h^* &= \frac{1}{\sqrt{2/3t^*}} f, \\
\phi^*(z^*, t^*) &= \psi(\xi, t^*)
\end{align}

(4.11)

and obtain the problem

\begin{align}
\frac{3}{2} \frac{1}{t^*} \partial_t \psi + \frac{3}{4} \frac{1}{t^*2} \xi \left(1 - \frac{3}{2} f \xi + \frac{1}{2} \xi^2\right) \partial_\xi \psi &= \partial_\xi \psi, \\
\left(\frac{2}{3} t^*\right)^{1/2} \partial_\xi \psi &= \frac{1}{\beta}, \\
\frac{2}{3} t^* \partial_t f - \frac{1}{3} f + \frac{1}{3} f^3 &= 0,
\end{align}

(4.12a)-(4.12c)

at \(\xi = f\)

\begin{align}
\frac{2}{3} t^* \partial_t f - \frac{1}{3} f + \frac{1}{3} f^3 &= 0,
\end{align}

(4.12d)

at \(\xi = 0\)

\begin{align}
\partial_\xi \psi &= 0,
\end{align}

(4.12d)

with the solution

\begin{align}
f(t^*) &= \frac{1}{\sqrt{1 + c_1 / t^*}} \quad \text{and} \\
\psi(\xi, t^*) &= -\frac{1}{\beta} \left( \frac{2}{3} t^* \right)^{3/2} + \left(-\sqrt{\frac{3}{2}} \frac{1}{\beta} \xi^2 + c_2\right) t^{* -1/2} + \cdots
\end{align}

(4.13a)-(4.13b)
Figure 3: Comparison of the numerical and asymptotic results in the small evaporation regime, for $\epsilon = 3.5 \times 10^{-5}$, $\delta = 1.1 \times 10^{-8}$, and for constant viscosity $\mu = 0$. The solid curves denote the numerical results for $h(t)$ and $\max_x |\phi(x,t)|$ for (3.3). The dashed lines show the numerical for the leading order asymptotic problem in the late time regime (4.16). The two vertical dotted lines correspond to the times $t = \epsilon^{-1/2} = 169$ and $t = \delta^{-2/3} = 2.02 \times 10^5$, respectively.

for $t^* \gg 1$. This solution is compared with the numerical solution in figure 2.

The solution breaks down either when the evaporation becomes important for the evolution of the layer thickness $h$ or when the volume fraction $\phi$ becomes $O(1)$. From (4.11) and (4.13), we obtain $\phi = O(\delta t^{3/2})$, and this becomes $O(1)$ when $t = O(\delta^{-2/3})$. Similarly, we find $h = O(t^{-1/2})$ thus $h_t = O(h^3) = O(t^{-3/2})$ and this will be of the same $O(\delta)$ as the evaporation when $t = O(\delta^{-2/3})$. This too yields $t = O(\delta^{-2/3})$ for the breakdown of validity, marking the transition to a new time regime.

4.1.3 Long time scale ($t = O(\delta^{-2/3})$)

For this new time regime, we therefore scale

$$t = \delta^{-2/3} \tilde{t}, \quad h = \delta^{1/3} \tilde{h}, \quad w = \delta \tilde{w}, \quad \phi = \tilde{\phi}.$$
Substitution into (3.3) yields
\[ \partial_t \tilde{\phi} + \tilde{w} \partial_z \tilde{\phi} = \frac{\epsilon}{\delta^{4/3}} \partial_z \left( e^{\tilde{\phi}} \partial_z \tilde{\phi} \right), \tag{4.14a} \]
\[ \tilde{w} = \int_0^z (\tilde{z} - \tilde{q})(\tilde{h} - \tilde{q}) e^{\tilde{\phi}} d\tilde{q}, \]

at \( \tilde{z} = \tilde{h} : \)
\[ \frac{\epsilon}{\delta^{4/3}} e^{\tilde{\phi}} \partial_z \tilde{\phi} = -\frac{1}{\beta} (1 + \gamma \tilde{\phi})(1 - \beta \tilde{\phi}), \tag{4.14b} \]
\[ \partial_t \tilde{h} - \tilde{w} = -(1 + \gamma \tilde{\phi}), \tag{4.14c} \]

at \( \tilde{z} = \tilde{h} : \)
\[ \partial_z \tilde{\phi} = 0. \tag{4.14d} \]

We let
\[ \tilde{\phi} = \tilde{\phi}_0 + \delta^{4/3} / \epsilon \tilde{\phi}_1 + \cdots, \]
\[ \tilde{h} = \tilde{h}_0 + \delta^{4/3} / \epsilon \tilde{h}_1 + \cdots, \]
\[ \tilde{w} = \tilde{w}_0 + \delta^{4/3} / \epsilon \tilde{w}_1 + \cdots, \tag{4.15} \]

and obtain that \( \tilde{\phi}_0 \) depends only on \( t \). Hence at next order the problem is
\[ \frac{d\tilde{\phi}_0}{dt} = -\frac{1}{\beta} \left( 1 + \gamma \tilde{\phi}_0 \right) (1 - \beta \tilde{\phi}_0) \tag{4.16a} \]
\[ \frac{d\tilde{h}_0}{dt} = -\frac{1}{3} e^{\tilde{\phi}_0} \tilde{h}_0^3 - (1 + \gamma \tilde{\phi}_0) \tag{4.16b} \]
\[ \tilde{w}_0 = e^{\tilde{\phi}_0(t)} \left( -\tilde{h}_0 \tilde{z}^2 + \tilde{z}^3 \right) \tag{4.16c} \]

The initial conditions for this system comes from matching back with the medium time layer,
\[ \phi_0 \to 0, \quad h_0 \sim (2t/3)^{-1/2} \quad \text{for } t \to 0. \tag{4.16d} \]

The solution to this problem is obtained numerically and shown in figure 3, where it is compared to the solution for the full lubrication model (3.3). As \( t \to \infty \), the solution for \( h_0 \) and \( \phi_0 \) tends monotonically to the equilibrium \( h_0 = 0, \phi_0 = -1/\gamma \) of the ODE system (4.16a), (4.16b). The solutions are in excellent agreement even in the later stages of the medium time regime and throughout the late time regime. This is true if the diffusion remains strong enough to keep the volume fraction profile constant throughout the film, even as the exponential term on the right hand side of (4.14a) becomes smaller as \( \phi_0 \) approaches \(-1/\gamma\). This is the case if the condition \( \exp(1/\gamma) \ll \epsilon/\delta^{4/3} \) (or equivalently the very small evaporation limit \( \delta \ll \exp(-3/(4\gamma)) \epsilon^{3/4} \)) is satisfied, which imposes a lower bound for \( \gamma \) in order that no skin forms. For the values for \( \epsilon \) and \( \delta \) chosen in figure 3, this bound is about \( \gamma = 1/\ln(\epsilon/\delta^{3/4}) = 0.07 \). Note our
Figure 4: Comparison of the numerical solution of (3.3) for $\mu = 0$ (solid lines) with the results for $\mu = 1$ (dashed lines with symbols). The dot-dashed lines indicate the long time behaviour for $h$ according to (4.16), which is $h \sim (2t/3)^{-1/2}$ for $\mu = 0$ (bottom line) and $h \sim (2 \exp(-1/\gamma)/3t)^{-1/2}$ for $\mu = 1$ (top line).

choice of $\gamma$ is larger and indeed we found that the numerical solutions of (3.3) have flat volume fraction profiles. We have tested this bound by carrying out further simulations of (3.3) with smaller values of $\gamma$ but all other parameters unchanged. Already for $\gamma = 0.05$, the volume fraction profiles varied significantly across the film in the time period where $\phi$ increased rapidly towards the equilibrium value, and this effect became more pronounced for smaller $\gamma$; for $\gamma = 0.035$, the variation was more than 50%. We conclude that our estimate of the bound that defines very small evaporation is reasonably accurate.

4.1.4 The effect of volume fraction dependent viscosity

So far, all the figures only show results for the case where $\mu = 0$, i.e., the viscosity does not depend on the volume fraction of the solvent. Indeed, setting $\mu = 1$ hardly changes the evolution the film thickness and the maximum value of $\phi(x,t)$, with one notable exception. Once a significant amount of solvent has evaporated throughout the film (i.e. $\phi$ approaches $-1/\gamma$ everywhere rather than only in a thin boundary layer) the thinning due to centrifugal forces slows down dramatically as the viscosity in the bulk increases significantly. In fact, when we compare the evolution of $h(t)$ for the two choices of $\mu$ in fig. 4, the two lines only disagree after $t \sim O(\delta^{-2/3})$, where the effect of evaporation on the evolution of $h$ becomes significant. For $\mu = 0$, thinning returns to $h \sim (2t/3)^{-1/2}$ after a while; for $\mu = 1$ the thinning is slower and eventually becomes $h \sim (2 \exp(-1/\gamma)/3t)^{-1/2}$. This behaviour follows from (4.16)(b) since $\tilde{\phi}_0 \to -1/\gamma$ as $t \to \infty$. 
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Note that for \( \max_x |\phi(x, t)| \), the results for the two values of \( \mu \) are indistinguishable in the figure. Also note that for the other cases, i.e. medium and large evaporation, the effect of replacing \( \mu = 0 \) by \( \mu = 1 \) is qualitatively the same for the full model, in the sense that in the numerical solution \( \max_x |\phi(x, t)| \) is largely unaffected and only the final long time behaviour of \( h(t) \) changes from \( h \sim (2/3t)^{-1/2} \) to \( h \sim (2 \exp(-1/\gamma)/3t)^{-1/2} \).

Physically having the viscosity change only manifests itself when the concentration of solvent changes sufficiently from its initial value to significantly alter the viscosity. For large and medium evaporation rates this only occurs in a thin surface skin layer. In this layer the shear stress is very small, due to the proximity of the surface and so the viscosity changes have no appreciable effect on the behaviour. For small and very small evaporation rates the spatial uniformity of the concentration implies that the viscosity changes simply slow the thinning down and alter the velocities in a uniform manner. We do note that the increased viscosity may result in elongation stresses becoming significant in the layer however for the one dimensional model studied here we have neglected such effects. For these reasons in the analysis of the remaining cases in this paper, we focus exclusively on \( \mu = 0 \).

### 4.2 Medium evaporation \((\epsilon^{3/4} \ll \delta \ll \epsilon^{1/2} \ll 1)\)

#### 4.2.1 Early time scale \((t = O(1))\)

For \( t = O(1) \), we obtain the same results as for the early time regime in small evaporation rate. In particular we note that the analysis of the boundary layer is valid provided \( \delta \ll \epsilon^{1/2} \). However, the transition to the next time regime occurs via the third scenario \( c) \) listed in section 4.1.2, since for \( \delta \gg \epsilon^{3/4} \), the time scale \( t_c = O(\epsilon/\delta^2) \) is the shortest of the three.

#### 4.2.2 Medium time scale \((t = O(\epsilon/\delta^2))\)

Using the earlier results we know that there is a boundary layer in which the concentration is expected to start to alter significantly. Hence in the outer layer we take these scalings

\[
\begin{align*}
t & = \frac{\epsilon}{\delta^2} \tilde{t}, \\
h & = \frac{\delta}{\epsilon^{1/2}} \tilde{h}, \\
z & = \frac{\delta}{\epsilon^{1/2}} \tilde{z}, \\
\phi & = \tilde{\phi}, \\
w & = \left(\frac{\delta}{\epsilon^{1/2}}\right)^3 \tilde{w}.
\end{align*}
\]

This yields

\[
\begin{align*}
\partial_t \tilde{\phi} + \tilde{w} \partial_z \tilde{\phi} & = \frac{\epsilon^3}{\delta^4} \partial_z \left( \epsilon^3 \partial_z \tilde{\phi} \right), \\
\tilde{w} & = -\frac{\tilde{h} \tilde{z}^2}{2} + \frac{\tilde{z}^3}{6}.
\end{align*}
\]
at $\tilde{z} = \tilde{h}$:

$$
\frac{\epsilon^{3/2}}{\delta^2} \partial \tilde{z} \partial \tilde{\phi} = -\frac{1}{\beta} (1 + \gamma \tilde{\phi})(1 - \beta \tilde{\phi}),
$$

(4.18c)

$$
\partial_t \tilde{h} - \tilde{w} = -\frac{\epsilon^{3/2}}{\delta^2} (1 + \gamma \tilde{\phi}),
$$

(4.18d)

at $\tilde{z} = 0$:

$$
\partial \tilde{z} \tilde{\phi} = 0,
$$

(4.18e)

as $\tilde{t} \to 0$:

$$
\tilde{\phi} \to 0, \quad \tilde{h} \to (2\tilde{t}/3)^{-1/2}.
$$

(4.18f)

Because of the regime we are considering we know that $\epsilon^{3/2}/\delta^2 \ll 1$, thus to leading order we obtain an outer problem whose solution can readily be found to be

$$
\tilde{\phi} = 0, \quad \tilde{h} = \left(\frac{2}{3}\tilde{t}\right)^{-1/2}.
$$

(4.19)

In the boundary layer we introduce the scalings

$$
\tilde{z} = \tilde{h} + \frac{\epsilon^{3/2}}{\delta^2} \tilde{\bar{z}}, \quad \tilde{\phi} = \bar{\phi}, \quad \tilde{t} = \bar{t}.
$$

(4.20)

This leads to the leading order inner problem

$$
\partial_{\bar{t}} \bar{\phi} + \left(1 + \gamma \bar{\phi}(0) - \frac{3\bar{z}}{4\bar{t}}\right) \partial_{\bar{z}} \bar{\phi} = \partial_{\bar{z}} \left( e^{\bar{\phi}} \partial_{\bar{z}} \bar{\phi} \right),
$$

(4.21a)

at $\bar{z} = 0$:

$$
\epsilon^\bar{\phi} \partial_{\bar{z}} \bar{\phi} = -\frac{1}{\beta} (1 + \gamma \bar{\phi})(1 - \beta \bar{\phi}),
$$

(4.21b)

as $\bar{z} \to -\infty$:

$$
\bar{\phi} \to 0,
$$

(4.21c)

as $\bar{t} \to 0$:

$$
\bar{\phi} \to 0.
$$

(4.21d)

As time increases the analysis breaks down when either the boundary layer thickness equals the thickness $h$ of the film or evaporation begins to significantly modify the evolution of $h$. In fact, we expect that the time scale for both events must be the same: If $\phi$ is order one in the boundary layer, then evaporation has a leading order effect on the film thickness exactly when the boundary layer thickness is no longer small compared to $h$ itself. From a diffusion balance in (4.21a), we find that the boundary layer grows like $\epsilon^{1/2}\bar{t}^{1/2}$; from (4.19), we obtain $h = O(t^{-1/2})$. Equating the two yields $t = O(\epsilon^{-1/2})$. On this time scale $h_t = O(\epsilon^{3/4})$; this does not seem to balance evaporation i.e. the right hand side of (3.3d), which appears to be $O(\delta) \gg \epsilon^{3/4}$. However, we have to take into account that $\phi(h)$ is already very close to $-1/\gamma$ so that $(1 + \gamma \phi(h)) = O(\epsilon^{3/4}/\delta)$. 
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Figure 5: Comparison of the numerical and asymptotic results in the medium evaporation regime, for $\epsilon = 3.5 \times 10^{-7}$, $\delta = 1.1 \times 10^{-4}$, and for constant viscosity $\mu = 0$. The thick solid curves denote the numerical solutions of (3.3). The circles and the dashed line denote the results for the asymptotic approximations in the early time regime (4.3) and (4.5) (circles for $h(t)$ and the dashed line for $\max_x |\phi(x, t)|$). The solution for $h(t)$ remains valid to leading order in the medium time regime (see (4.19)), while the solution of the leading order inner problem (4.21) for $\max_x |\phi(x, t)|$ in this time regime is given by squares; it continues to agree well with the solution of (3.3) also in the long-time regime. The thin line with the solid diamonds corresponds to the solution for $h(t)$ to the leading order asymptotic problem (4.25), (4.27) in the long time regime. The two vertical dotted lines indicate the times $t = \epsilon/\delta^2 = 28.9$ and $t = \epsilon^{-1/2} = 1.69 \times 10^3$, respectively.
Figure 6: Expanded details of the graphs given in fig. 5 for \( \max_x |\phi(x,t)| \) and \( h(t) \). All parameters, line styles and symbols identical to fig. 5.

4.2.3 Long time scale \((t = \mathcal{O}(\epsilon^{-1/2}))\)

In this time regime, we scale according to

\[
t = \epsilon^{-1/2} \tilde{t}, \quad h = \epsilon^{1/4} \tilde{h}, \quad z = \epsilon^{1/4} \tilde{z},
\]
\[
\phi = \tilde{\phi}, \quad w = \epsilon^{3/4} \tilde{w}.
\]

Note that we do not have a boundary layer i.e. there is only one spatial scaling. Introducing these scalings yields

\[
\partial_\tilde{t} \tilde{\phi} + \tilde{w} \partial_\tilde{z} \tilde{\phi} = \tilde{z} \left( e^{\tilde{\phi}} \partial_\tilde{z} e^{\tilde{\phi}} \right),
\]

\[
\tilde{w} = -\frac{\tilde{h} \tilde{z}^2}{2} + \frac{\tilde{z}^3}{6},
\]

at \( \tilde{z} = \tilde{h} \):

\[
\frac{\epsilon^{3/4}}{\delta} e^{\tilde{\phi}} \partial_\tilde{z} \tilde{\phi} = -\frac{1}{\beta} (1 + \gamma \tilde{\phi})(1 - \beta \tilde{\phi}),
\]

\[
\frac{\epsilon^{3/4}}{\delta} \left( \partial_\tilde{t} \tilde{h} - \tilde{w} \right) = -(1 + \gamma \tilde{\phi}),
\]

at \( \tilde{z} = 0 \):

\[
\partial_\tilde{z} \tilde{\phi} = 0,
\]

as \( \tilde{t} \rightarrow 0 \):

\[
\tilde{\phi} \rightarrow 0, \quad \tilde{h} \rightarrow (2\tilde{t}/3)^{-1/2}.
\]
We let
\[ \tilde{\phi} = \tilde{\phi}_0 + \frac{e^{3/4}}{\delta} \tilde{\phi}_1 + \cdots, \]
\[ \tilde{h} = \tilde{h}_0 + \frac{e^{3/4}}{\delta} \tilde{h}_1 + \cdots, \]
\[ \tilde{w} = \tilde{w}_0 + \frac{e^{3/4}}{\delta} \tilde{w}_1 + \cdots, \]
(4.24)
and obtain to leading order
\[ \partial_t \tilde{\phi}_0 + \tilde{w}_0 \partial_z \tilde{\phi}_0 = \partial_z \left( e^{\tilde{\phi}_0} \partial_z \tilde{\phi}_0 \right), \]
(4.25a)
\[ \tilde{w}_0 = -\frac{\tilde{h}_0 z^2}{2} + \frac{\tilde{z}^3}{6}, \]
(4.25b)
at \tilde{z} = \tilde{h}_0:
\[ \tilde{\phi}_0 = -\frac{1}{\gamma}, \]
(4.25c)
at \tilde{z} = 0:
\[ \partial_z \tilde{\phi}_0 = 0, \]
(4.25d)
as \tilde{t} \to 0:
\[ \tilde{\phi}_0 \to 0, \quad \tilde{h}_0 \to (2\tilde{t}/3)^{-1/2}. \]
(4.25e)
Note that the two boundary conditions at \( z = \tilde{h}, \) (4.23c) and (4.23d), result in a single leading order condition at \( z = \tilde{h}_0, \) (4.25c). To close the problem, we need an additional condition, which comes from carrying out the expansion for (4.23c) and (4.23d) to next order,
\[ e^{\tilde{\phi}_0} \partial_z \tilde{\phi}_0 = -\frac{\gamma}{\beta} (\gamma \tilde{\phi}_0 z + \gamma \tilde{\phi}_1) (1 - \beta \tilde{\phi}_0), \]
(4.26a)
\[ \partial_t \tilde{h}_0 - \tilde{w}_0 = -\frac{\gamma}{\beta} (\gamma \tilde{\phi}_0 z + \gamma \tilde{\phi}_1), \]
(4.26b)
at \( z = \tilde{h}_0, \) from which we obtain by elimination of \( \tilde{\phi}_1(\tilde{h}_0) \) the following condition at \( z = \tilde{h}_0, \)
\[ \partial_t \tilde{h}_0 - \tilde{w}_0 = \frac{\beta \gamma}{\beta + \gamma} e^{-1/\gamma} \partial_z \tilde{\phi}_0. \]
(4.27)
The solution of the leading order problem (4.25) is shown in figure 5 (dashed-dotted line for \( \tilde{h}_0 \) and square symbols for \( \tilde{\phi}_0 \)). In order to capture the small bump shown in the figure 5 (top) for \( \max_x |\phi|, \) higher order corrections to the the leading order asymptotic results are required. In practice, the solution to (4.25) will change on a very long time scale (long even in terms of \( \tilde{t} \)) due to the small values of \( \gamma. \) This is an interesting problem, which we shall not pursue further here.
Figure 7: Comparison of the numerical and asymptotic results in the large evaporation regime, for $\epsilon = 3.5 \times 10^{-7}$, $\delta = 3.48 \times 10^{-3}$, and for constant viscosity $\mu = 0$. The solid curves denote the numerical solutions of (3.3). The thin lines with circles and the squares denote the results for the asymptotic problems in the early time regime (circles for $h(t)$, which is constant to one, and squares for $\max_x |\phi(x, t)|$, obtained from (4.30)). In the medium time regime, the solution for the asymptotic problems (4.31), (4.36) is given by a dash-dotted line for $h(t)$ and by a dashed line for $\max_x |\phi(x, t)| = 1/\gamma$. In the long time regime, the solution to (4.25), (4.27) is indicated by a thin line with solid diamonds for $h(t)$. The two vertical dotted lines correspond to the times $t = \epsilon/\delta^2 = 2.89 \times 10^{-2}$ and $t = \epsilon^{-1/2} = 1.69 \times 10^3$, respectively.
4.3 Large evaporation ($\epsilon^{1/2} \ll \delta \ll 1$)

4.3.1 Early time scale ($t = \mathcal{O}(\epsilon/\delta^2)$)

We anticipate a thin boundary layer will be created by the evaporation at the surface. Appropriate variables in the boundary layers are

$$z = h(t) + \frac{\epsilon}{\delta} \hat{z} \quad \text{and} \quad \phi(z, t) = \hat{\phi}(\hat{z}, t). \quad (4.28)$$

This scaling allows for order one values of $\phi$ in the boundary layer and balances the terms on the left and right hand side of (3.3c). Balancing the time derivative in the bulk with the diffusion requires that we rescale time by

$$t = \frac{\epsilon}{\delta^2} \hat{t}, \quad (4.29)$$

which implies a short time regime (since $\epsilon/\delta^2 \ll 1$). With these scalings, the leading order boundary layer problem becomes

$$\partial_t \hat{\phi} + \left(1 + \gamma \hat{\phi}(0)\right) \partial_{\hat{z}} \hat{\phi} = \partial_{\hat{z}} \left(\epsilon \hat{\phi} \partial_{\hat{z}} \hat{\phi}\right),$$

at $\hat{z} = 0$

$$\epsilon \hat{\phi} \partial_{\hat{z}} \hat{\phi} = -\frac{1}{\beta}(1 + \gamma \hat{\phi})(1 - \beta \hat{\phi}), \quad (4.30a)$$

A far-field condition at $z \to -\infty$ comes from matching to the outer problem. On the short time scale (4.29), the leading order outer problem becomes trivial; it has the constant solution $h = 1$ and $\phi = 0$. Matching yields

$$\hat{\phi} \to 0 \quad \text{as} \quad \hat{z} \to -\infty. \quad (4.30c)$$

The solutions to the leading order asymptotic problems are compared to the solutions of the full model are compared in fig. 7. The figure also contains lines for the solutions to the asymptotic problems in the medium and long time regime stated in the next two sections.

On the early time scale $\partial_t h = \mathcal{O}(\delta^2/\epsilon) \gg w = \mathcal{O}(1)$ in equation (3.3d). This regime ends once $t = \mathcal{O}(1)$ when $\partial_t h$ and $w$ balance.

4.3.2 Medium time scale ($t = \mathcal{O}(1)$)

Since also $h = \mathcal{O}(1)$ also $w = \mathcal{O}(1)$ for $z = \mathcal{O}(1)$, we leave all variables in their original scaling in this regime. Hence the leading order problem is directly obtained from problem (3.3), and has the solution

$$\phi_0 = 0, \quad h_0 = \frac{1}{\sqrt{1 + 2t/3}}. \quad (4.31)$$

However, this solution does not satisfy the boundary condition (3.3c), so we need to introduce a boundary layer at $z = h(t)$. 
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Boundary layer problem

Setting

\[ z = h(t) + \epsilon^{1/2} z^* \]  

(4.32)

the boundary problem reads

\[
\partial_t \phi + \left( \frac{\delta}{\epsilon^{1/2}} (1 + \gamma \phi(0)) - \frac{h^2 z^*}{2} + \epsilon \frac{z^{3}}{6} \right) \partial_{z^*} \phi = \partial_{z^*} \left( e^\phi \partial_{z^*} \phi \right),
\]

(4.33a)

at \( z^* = 0 \):

\[
\frac{\epsilon^{1/2}}{\delta} e^\phi \partial_{z^*} \phi = -\frac{1}{\beta} (1 + \gamma \phi)(1 - \beta \phi),
\]

(4.33b)

as \( z^* \to -\infty \):

\[ \tilde{\phi} \to 0. \]

(4.33c)

We consider the expansions

\[
\phi = \phi_0 + \frac{\epsilon^{1/2}}{\delta} \phi_1 + O(\epsilon/\delta^2), \quad h = h_0 + \frac{\epsilon^{1/2}}{\delta} h_1 + O(\epsilon/\delta^2)
\]

(4.34)

and obtain

\[
\begin{align*}
\phi_0(0) &= -\frac{1}{\gamma}, \\
\phi_1(0) &= \frac{\beta \gamma}{\beta + \gamma} e^{-1/\gamma} \partial_{z^*} \phi_0(0),
\end{align*}
\]

(4.35)

where the leading order problem is

\[
\begin{align*}
\partial_t \phi_0 + \left( \frac{\beta \gamma e^{-1/\gamma}}{\beta + \gamma} \partial_{z^*} \phi_0(0) - \frac{h_0^2 z^*}{2} \right) \partial_{z^*} \phi_0 &= \partial_{z^*} \left( e^\phi \partial_{z^*} \phi \right), \\
\phi_0(0) &= -\frac{1}{\gamma},
\end{align*}
\]

(4.36a)

and as \( z^* \to -\infty \):

\[ \phi_0 \to 0. \]

(4.36c)

Also, \( \phi_0 \to 0 \) as \( t \to 0 \).

We note that as \( t \to \infty \) then \( h_0 = O(t^{-1/2}) \). Since the diffusion balance yields \( z^* = O(t^{1/2}) \) and the boundary layer grows to the size of the film thickness \( O(\epsilon^{1/2} t^{1/2}) = O(t^{-1/2}) \) which suggests that the next time regime is \( t = O(\epsilon^{-1/2}) \).
4.3.3 Long time scale \((t = \mathcal{O}(\epsilon^{-1/2}))\)

For the long-time behaviour we obtain the same scales as in (4.22) in section (4.2.3). This results in the same set of equations as in that section.

5 Conclusions

Our analysis of spin coating a polymer blended in a volatile solvent shows that in the high Peclet number regime, there are essentially three asymptotic regimes that describe distinct paths of the film thinning process starting from the initial liquid layer to the final solid film and can be described by corresponding asymptotic boundary value problems for the small, medium and large evaporation limits. They are distinguished by the relationship between three main parameters, \(\epsilon\) the ratio of diffusion to advection, \(\delta\) the ratio of evaporation to advection and \(\exp(-\gamma)\) the ratio of the diffusivity of the initial mixture and the pure polymer.

We show that, while the basic mechanisms discussed in detail by Bornside et al. [2] are valid, the important practical problem of understanding how to prevent the eventual skin formation can in fact be quantified. We predict that for the very small evaporation limit, when \(\delta \ll \exp(-3/(4\gamma))\epsilon^{3/4}\) is satisfied, no skin formation will occur. In the remaining small, medium and large evaporation cases, where there is always skin formation, we show that the time scales at which the skin appears and the details of its formation are different. In the small evaporation regime, the solvent is initially depleted in a thin boundary layer region near the liquid surface. However, the boundary layer spreads out until it spans the entire film, after which the volume fraction profile flattens out across the film. If the evaporation is very small, this flat profile is maintained until all solvent is evaporated. But if it is not very small, the changes in diffusivity can give rise to steeper volume fraction gradients and eventually to skin formation.

In the medium evaporation regime, an order one change of the volume fraction occurs within the surface boundary layer, giving rise to a skin within a medium time scale. Underneath the skin, the polymer concentration is still at its initial value. After the skin has formed, depletion due to evaporation is slowed down because diffusion of the solvent through the boundary layer is greatly diminished. However, there are still significant volume fraction gradients so the volume profile continues to evolve, albeit on a very slow time scale. These gradients are driven by the fact that the material at surface is almost pure polymer.

The large evaporation regime is qualitatively similar to the medium evaporation case, except that the skin arises on a very fast timescale, i.e. much smaller than order one, before any liquid has been ejected due to the centrifugal forces.

The behaviour described above is characteristic for liquids of constant viscosity as well as for concentration dependent viscosity. In fact our numerical results are almost
indistinguishable during the time regime when evaporation is still dominant. A dra-
matic quantitative change sets in after significant amounts of the solvent has evapo-
rated throughout the film and the thinning for the liquid with concentration dependent
viscosity slows down considerably.

For practical purposes, we note that for a given material the parameter $\epsilon$ can be mod-
ified by a reasonable amount by changing the spinning speed of the disk or modified
dramatically by the initial volume fraction of the solvent, while $\delta$ can be modified rea-
sonably either by changing the spinning speed and changing the overlying solvent
volume fraction, whereas $\exp(-\gamma)$ depends very sensitively on both the initial volume
fraction of the solvent and the overlying solvent volume fraction.

There will be further aspects to consider in the future that have not been explored in
detail previously in the literature or in this paper. Initially they will concern the possi-
ble formation of instabilities of the flow in higher dimensions. Extending the number
of constituents of the polymer blends will introduce new phenomena such as phase
separation or liquid-liquid dewetting. This is the subject of later investigations.
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