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1. Introduction

What is your dream robot?

Maybe you would think of a robot specialized in cooking spetghor maybe a robot with the
face of Cameron Diaz, or you even want to have an emotionalt tblat behaves the same way
as your lost dog. Actually, many of these issues are subpéstsentific as well as non-scientific
debates, which are further heated by contributions of theifidustry in form of various, imagi-
native “what-if-scenarios”. The central issue of thesealled is essentially the one single ques-
tion: “Should a robot be like a human?” While the discussiooscerning robot appearance,
emotional abilities etc sometimes become intense, fewlpgng into question whether a robot
should have human-like interaction capabilities. The auttan not remember that a (fictive)
robot become a “film star” although its film partners have tetact with it by pressing buttons.
This is probably because that interaction capabilitiesafendamental for humans as social be-
ing that we take it for granted for any intelligent systemswdver, exactly for the same reason,
it is highly challenging to actually realize these capaiedi so that they comply with our own
standard as masters of communication. The current worknptteto go a step forward towards
the realization of sophisticated interaction capabdifi robots that are meant to accompany us
in our everyday life.

1.1. Human-Robot Interaction (HRI)

Human-robot interaction is the subject that concerns thdysof interaction between human
users and robots. Although the robotics research starteddy more than 40 years ago, HRI
is still an emerging field. The reason for the delayed staiti@t research can be found in
the history of robotics research. In this section, a shatohy of robotics is first presented in
section 1.1.1 and the main characteristics of HRI are thertudsed in section 1.1.2.

1.1.1. A short history of robotics

A mechanical servant that can work autonomously and igtatlily has been the wish of human
beings since the ancient Greece. The realization of this, idewever, was not possible before
the industrialization and scientific progress made in caepscience.
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2 1.1. Human-Robot Interaction (HRI)

The first robots that were actually developed wiaidustrial robotsin the 1960s, mostly robot
arms, that were meant to complete repetitive or dangerais ia factories. Later, the robotics
benefited from artificial intelligence and robots that cassmn about their own actions and en-
vironments emerged?rofessional service robofsr fields like medical service or rescue oper-
ations have been developed to work with professional usgarthe 1990s, the appearance and
mobility of robots were greatly improved so that it was asltdheoretically possible for them to
co-exist with human beings. Since thpersonal robotdiave been emerging that are designed
to serve or entertain humans in their everyday life. Figufieillustrates the evolution of robot
applications since the 1960s and Fig. 1.2 presents sevdestane robots.

SERVICE TASKS IN

INDUSTRIAL PLANTS
INDUSTRIAL
ROBOTICS X

z PERSONAL

ASSISTANCE

SERVICE
ROBOTICS [
PERSONAL
ROBOTS
EVOLUTION

Figure 1.1.: A scheme for the evolution of robotics sinced9@®utlining three main areas as
three basic steps of evolution [GLD99]

The evolution of robot applications has moved the main fieth@research from well-controlled

industrial environments to dynamic, real-life environrteeand from robot operation by well-
trained professional users to robot interaction with uned non-professional users. HRI re-
search has begun to grow only with personal robots and cosidBe robot interaction with

non-professional users in dynamic, real-life environraent

Personal robots developed today fulfill various functidastertainment robots such as Aibo [Aib]
and QRIO [Qri] are rather intelligent toys. Tour-guide rtdyaeceptionist robots, hospital robots,
e.g.,MINERVA [TBB+99], GRACE [SBG+03] and Hygeiorobot [SAS01], perform pre-defined
tasks in pre-defined environments and often only have lanitéeraction capabilities. What
these robots have in common is that they do not serve a spleaifian user and the interaction
with such a robot is often on a short-term basis. This is défiefrom the so-callethobile robot
companionsThey are intended to serve human users in their househ@dag-term basis and
should be able tperform useful tasks, acquire new knowledge and behavalsd&WK +05].
The realization of such an autonomous robot is highly chgileg and requires the combination
of a number of advanced technologies: robust perceptiomysipal and social environments,
sophisticated reasoning about users’ and robot’s owniaefly human-like interaction capa-
bilites, and so on.

The current work concerns the development of an interactianagement system that enables
human-like interaction for a robot companion. To achieve tjoal, it is important to know
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1. Introduction 3

Figure 1.2.: Milestone robot$] Robot designed and possibly built by Leonardo da Vinci in ap-
proximately 1495, it is an outgrowth of his earliest anatany kinesiology studies
O Unimate (1961), one of the first industrial robot arm. It istolled step-by-step
by commands stored on a magnetic drumShakey (1966 - 1972), the first mobile
robot that is able to reason about its actions and envirotstjiil84]. [0 Genghis
(1989), one of the first walking robots [Bro89]1 P1, P2 and P3 (1993 -1997),
humanoid robots developed by HONDA.Aibo (1999), a robotic pet by SONY.

the characteristics of interaction with such a robot and thgpact on interaction design. This
point is discussed in the next section. Below, whenever dRieéntioned, it refers to interaction
between a human user and a robot companion.

1.1.2. Characteristics of HRI

The interaction management system of a robot companiorhbass$ponsibility to communicate

its decisions and actions with its human user in a natural Méhen putting these responsibilities
in concrete terms, special characteristics of such a rolbst be taken into account. Below, two
characteristics of a robot companion, which they inheatfrmobile robots in general, are first
discussed: situatedness and embodiment. Then, the airéstics of tasks and potential users of
a robot companion are presented. These characteristicataer unique for robot companions
and distinguish them from other types of robots.

Situatedness:Most desktop and virtual agent applications (see sectidr2Prepresent a virtual
world that is relatively predictable. For example, the tsage of obstacles, variation of lighting
conditions, and so on can be easily controlled. Additignaibncepts like time, space, weight,
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4 1.1. Human-Robot Interaction (HRI)

distance etcetera are abstract and there is usually nauserimsequence when laws of physics
are violated. In contrast, a robot is situated “here and H&n386, Bro89] and cohabits the same
physical, real world as a human. This means, firstly, a robettb deal with less predictable en-
vironments. In case of the interaction, even the recogniiowhether the user has initiated an
interaction becomes a challenging issue: it can be confustbdradio, TV, conversations be-
tween two persons sitting nearby and so on. Thus, the intenrabanagement system of a robot
should be able to facilitate the interaction recognitioogass. Further, in the real environment,
laws of physics govern activities of a robot as they goveas¢hof a human. For example, there
will be serious consequence for a robot and/or its environis# it tries to carry an object of
twice the weight as itself, or moves to another room not bygeéhrough the door but by hitting
itself against the wall. The situatedness requires a rablo¢ taware of its physical environments
and to acquire human’s ability to deal with physical resimitzs. One of the humans’ strategies
to handle physical restrictions is to compensate their ovabilities with the abilities of others
by asking for help. The employment of this strategy requinesnteraction management system
of a robot to realize interaction in a mixed-initiative gyl

Embodiment: The embodiment [DJOO] of a robot companion changes the ressdishe way
of interaction. Empirical studies [NRSCO03] show that thewal access to the body of one’s
interaction partner affects the interaction in the way ti@i-verbal behaviors are used as com-
municative signals. For example, to refer to a cup that ikhgo both a user and her robot,
the user tends to say “this cup” and points to it. For the adton management system of a
robot, this means that it should account for multi-modagiattion. Further, multi-modality
is also beneficial in situations in which certain modalitége temporarily unavailable or one
modality is less effective than the other. For example, ibbot moves away, its display, a
popular modality in general Human-Computer Interactio@(Happlications, is no longer vis-
ible to its user and she may need to use speech modality thsEgseech is generally welcome
in HRI [Kha98, LKF+04], however, it can become cumbersome when being used toiloes
spatial information [CGO04].

Characteristics of tasks: A robot companion is intended to, among others, provideiseffor
users to ease their burden of household work. These tasksfieanbe equally performed by
some family members themselves, they probably even knawrieiw to do them. This charac-
teristic has the implication that a robot companion shoel@ble to acquire new knowledge and
skills through interaction with users. The learning apilg indispensable because each house-
hold is individual and it is hardly possible to specify aletknowledge and skills that a robot
companion needs before head. This means that the interattauld be modeled relatively in-
dependently of the domain knowledge. Further, learningcédfthe relationship between a user
and her robot: Learning through interaction is a coopeggpirocess because both the teacher
and the student work towards the same goal. This means,|#t®nship between a user and her
robot should be viewed as cooperative partners rather thamiaster-slave style.

Characteristics of users: Potential users of a robot companion usually do not havedoten
experience with it initially and their view of robots areatgly influenced by science fiction
films. Studies [Kha98] show that many of potential users ltaugbt as to whether they want to
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1. Introduction 5

to have a robot as a “companion”. The reason is often inseffi¢rust in robot’s social abilities
and flexibility. This concern is justified especially wheretss should live with such a robot
on a long-term basis. For example, a robot that permanemtgyrupts a user’'s conversation
with other persons is hardly acceptable. To increase theptalility of a robot companion, it
should be able to demonstrate social awareness and actiexgtyr The interaction management
system is the direct interface between a user and a robothenuids therefore, contribute to the
realization of this ability by actively observing user beioas and adapting its own. Besides, as
direct interface to users, the interaction managemenesystust also take care of usability, one
of the most essential requirements for technical systergemeral. Given that a robot is often
a highly complex system with many subsystems, the issue lasvido communicate a robot’s
internal states with untrained users in a easily understaledvay is also a challenge for the
interaction management system.

The four characteristics of HRI and the resulting requiretedor an interaction management
system for a robot companion are summarized in Table 1.1.

Characteristics of HRI Required abilities of an interaction management system

situatedness recognition of interaction initiated by users
mixed-initiative interaction style

embodiment handling multi-modality
making use of different modalities in a meaningful way

learning through interaction required | handling interaction relatively independently of domain knowledge
(separation of interaction from domain task execution)

handling cooperative interaction

untrained, naive users exhibiting social behaviors
contributing to the usability of the robot system

Table 1.1.: Characteristics of HRI and the required abdgitif an interaction management system
for a robot companion

As shown above, HRI for robot companions poses a number efsiic questions that need to
be addressed by its interaction management system. Sushesrsghould generally account for
human-like interaction so that untrained human users csityemmmunicate with the robot. In
the next section, the general processing context and mgaints of an interaction management
system is discussed.

1.2. Interaction management systems for human-like
interaction

An interaction management system (IMS) is usually a parhahteraction systemwhich con-
trols the interface of a technical system to its users. In,HR# most popular kind of user
interface is probably the Graphical User Interface (GUlpdcame the standard user interface
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6 1.2. Interaction management systems for human-likedotem

for most HCI applications in the last decades. Howeverraugon systems with GUI do not
really support human-like interaction. Given the chanasties of HRI, other concepts have to
be found for interaction systems in this domain.

A major feature of human-human interaction is the usagerafuage. The ability of performing
sophisticated dialog distinguishes human being from mtistraspecies on earth. This means
that the interaction system of a robot companion should bedpenabled. A speech-enabled
interaction system is called a “dialog system”. Althougaldg is often associated with speech,
it is insufficient to only realize a spoken dialog system fapbot companion. As discussed in
the previous section, non-verbal behaviors of dialog pigints are also used as communicative
signals in face-to-face interaction and they need to bentakt® account, too. An interaction
system that is speech-enabled and can handle multi-mo@airiation is called “multi-modal
dialog system”. Such a system is probably the most promesangidate as the interaction system
for a robot companion. In the following, the general proagggsoncept of a multi-modal dialog
system is discussed.

In order to carry out dialog, a system needs to first recogimget signals from the user and
understand their semantic meanings. These tasks aredradliy done by two different sub-
systems:sspeech recognizeandspeech understandelThe semantic representation of the input
signals are forwarded to tltkalog management systé@MS), which performs dialog planning,
i.e., making decisions as to what to do and/or to say in theé step. This decision can result
in sending commands to back-end applications or constigieti‘concept” serving as the basis
for speech output, or both. After a more or less elaborateutyianning process, the concept is
then translated to some text and synthesized into speecalsigy aspeech synthesizefrhese
signals are the feedback of the dialog system to user’s Bpepuat. Of course this general pro-
cessing concept does not only concern speech, but alsoratidalities. For example, instead
of recognizing speech input from a user, a system can rezedyar gestures and infer her inten-
tion from them. Similarly, a system can generate imitateibfeexpressions instead of speech
output as feedback to a user. The general processing cavfcapbulti-modal dialog system in
illustrated in Fig. 1.3.

In the above concept, the DMS is the heart of the entire disgystem because it determines the
flexibility and efficiency of the dialog system to a great exteEssentially, the IMS of a robot
companion is comparable to a DMS, however, the resporgsilof an IMS go beyond those
of a DMS. As summarized in Table 1.1, beside classical diadd@ted responsibilities such as
initiative regulation, an IMS is also in charge of genematd social behaviors, which would give
the robot a personality, and realization of usability, whig traditionally a question of interface
design instead of dialog modeling. An IMS requires a powexfd flexible dialog model as the
basis and should be developed with users in the loop. Theruwork addresses both issues
and its contribution is presented in the next section.
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1. Introduction 7

Input Input Dialog Back-end Output Output
Recognition Understanding Management Application Planning Generation
signals from _y, (recognize input
human users
results
understand input
semantic representation
dialog planning
results
construct output
results
CASE A generate output
CASE B queries / commands,
process
replies
dialog planning
results
construct output
results
generate output

Figure 1.3.: General processing concept of a multi-moddbdisystem as a UML sequence di-
agram: Case A = dialog processing without the involvemenhefoack-end appli-
cation, Case B = dialog processing with the involvement efttack-end application

1.3. Contribution and outline of the current work

The goal of the current work i® develop an interaction management system for a robot com-
panion The major contribution of this work is twofold:

¢ A novel multi-modal dialog model is proposed, and

¢ Interactive behaviors were implemented following thegratof Implementation-Evaluation-
Cycle.

The new dialog model proposed in this work is a computatioradel of multi-modal grounding.
Grounding is a well-known concept in dialog modeling resbaand refers to the process of
establishing mutual understanding during an interactibime new grounding model possesses
two novel aspects: Firstly, this model improves existingugrding models and avoids many of
their problems. Secondly, the grounding scheme is extendtbdthe ability to directly handle
multi-modality as well as pre-interaction contributiorighis model is thus able to cover more
dimensions of face-to-face interaction than many exidtiia¢pg models.

The multi-modal dialog model was implemented for the Intéoan Management System of the
prototype of robot companion BIRON. Given that the curreotkus one of the first attempts
to develop sophisticated, multi-modal, interactive bétiin HRI (see section 2.4), there were
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8 1.3. Contribution and outline of the current work

many open questions as to what behaviors should be implechantl how to evaluate them. Un-
der this circumstance, implementation should not be vieagetihe final step of the development
process, but a part of an “Implementation-Evaluation-€}cin the current work, observations
were made during a user study that was conducted after thgdnsion of the system had been
implemented. These observations motivated the authotémédthe implementation and to mod-
ify the experimental setup. The second version of the systagthen evaluated in a second user
study. In these two Implementation-Evaluation-Cyclesyahle insights into various aspects of
HRI were gained, which greatly helped to establish comprsive understanding of interaction
modeling for robot companions. The employment of this tieeedevelopment concept also pro-
vided strong evidence for the powerfulness of the adoptaldglimodel because new interactive
behaviors that had not been planned at the beginning cosdoa easily implemented without
any modifications of the dialog model.

The current work is organized as follows:

Chapter 2 discusses existing works on multi-modal dialogleling and its evaluation. The
conclusion of this chapter is that the grounding concept psaamising candidate for the cur-
rent purpose because it models face-to-face interacticadidyessing laws governing dialog in
general and it is sufficiently flexible.

Chapter 3 provides a detailed account of the novel dialogehdkhe discussions include com-
parison between existing works on grounding, key notionselkas operation rules of the new
model and its evaluation.

Chapter 4 presents the Interaction Management System (@B robot BIRON that imple-
ments the new grounding model. In this chapter, details atimimplementation platform,
scenario, technical realization of the model are provided.

Chapter 5 presents how various interactive functions amaers are developed in the IMS
through two Implementation-Evaluation-Cycles. In eaclhefcycles, the implemented behav-
iors are evaluated with a user study and the focus of the sexgrte is built on the findings of
the first one.

Chapter 6 summarizes the current work and discusses pateriteneficial extensions of the
model and the system.
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2. Foundational Work

This chapter presents the foundational work on multi-maodtdraction management and its
evaluation. Since the issues of sophisticated dialog nmogi@ind multi-modality management
have been the focus of two different research traditions,dhapter addresses them in two dif-
ferent sections: dialog modeling in section 2.1 and mubidiadity management in section 2.2.
Evaluation techniques in these two research directionslm@issed in section 2.3. The re-
search on interaction systems for HRI started much later fblaHuman Computer Interaction
(HCI) applications so that there is a different picture aingtard interaction systems in this field.
Section 2.4 addresses this issue and presents state-aftthailti-modal dialog management
strategies adopted in HRI.

2.1. Dialog modeling

The development of dialog modeling approaches has beewititeeffort of speech technology
and artificial intelligence since more than 30 years. Marpreaches have been proposed in this
period. McTear [McT04, McT02] categorizes these approsahte three classes: the finite state-
based, the frame-based and the agent-based approachedtins provides a brief overview of
the essential characteristics of the three main dialog tmaglapproaches today roughly based
on McTear’s categorization.

2.1.1. The finite state-based approach

The finite state-based approach is one of the first dialog himgda@pproaches. The basic idea is
that a dialog can be represented as a state transition rketvarmich states are determined by
domain tasks. In each state the system carries out cerskisrebevant action that is pre-defined.
A typical action is asking the user a specific question toembltomain-relevant information.

During a dialog the system can only be in one of these preetttiask states. The transitions
between these states determine all possible paths thrbeghetwork, this means, the actions
have to be done in certain pre-defined sequences. The usgydsted to answer the system’s
guestion in each state to enable a legal transition. This thaysystem arrives at its goal state,
in which it performs the desired task, e.g., sending the gsery to a database. Figure 2.1

Bielefeld University



10 2.1. Dialog modeling

illustrates such a transition network for the payment ofila bi

™ Payabil |
'

‘ To which company ‘

‘ Account? ‘

1

‘ Transfer data ‘

1

confirm: company, 4
account, data ,

/
/
/

ye?‘ pay another bill %ﬁ(;

Figure 2.1.: An example dialog flow for payment of a bill ([Mad])

The biggest advantage of the finite state-based approastsigiplicity. It is particularly suitable
for well-structured, relatively simple tasks, e.g., flignatoking systems, train schedule informa-
tion systems, book club services [AO95, LP99, LB94] and soSince the dialog management
system has permanent control of the dialog flow the userfsorese is restricted. This point im-
plies that the speech input of the user is more or less peddecaind, thus, the performance of
the speech recognition and speech understanding does emtmée of a very high standard.
It is often sufficient to do key word spotting instead of coaxptontinuous speech recogni-
tion. This advantage is well documented through compa&aluation in simple task domains
[PRBO96, DG95].

The finite state-based approach has two major disadvant&ges a functional view, this ap-
proach is not suitable for domains where the tasks are conapié not well-structured or the
information needed for task execution has complex depaneenModeling complex tasks us-
ing finite state-based approach would mean that as mang s&possible subtasks of the domain
have to be pre-defined which can result in an unmanageablerdrabstates. Dependencies be-
tween parameters of the task can also lead to a “state esploss documented in [DBD98].
Besides, from the view of HCI, the finite state-based apgraseery restricted and allows little
freedom to the user. This problem becomes severe when usatstevcorrect their preceding
utterances or introduce some extra information.

2.1.2. The frame-based approach

The frame-based approach is similar to the finite stateebapproach in the way that a pre-
defined set of information needs to be collected for the taskugion. The difference is, however,
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2. Foundational Work 11

that this information collecting process does not need fpha in a pre-determined sequence
which enables a greater flexibility in terms of mixed-initia dialog style. A frame can be a
simple data structure consisting of a series of slots. Tk&ss are usually parameter-value-
pairs that represent the information needed for the tagiurgi2.2 shows an example of such a
frame in a train schedule information system [McT02]. Therus expected to fill these slots

Destination = London
Date = unknown
Departure time = unknown

Figure 2.2.: An example frame [McTO02]

with appropriate values by answering questions of the syst&fter a slot is filled the system
further needs to determine the next action that should bréedaout. A common approach for
this determination is state-based, i.e., for each fillirgust of a frame, there is a system state
and each of these states is associated with some actiorshthdtl be triggered once this state is
reached. Actions are, e.g., sending a query to a databaseufh slots are filled or initiating a
guestion if some slots still need to be filled. The advantdgleesframe-based approach over the
finite state-based approach can be demonstrated with tlogydimample illustrated in Fig. 2.3.
Here, the user provides more information than the systemdafek. For efficiency reasons the
system should be able to set the value for both the destmaitid the departure time in the current
state. For a purely finite state-based approach this woulthpessible because the system is
only capable of receivinthepiece of information that the system is prepared for. To essche
departure time the system has to be in another pre-definedgdtéech could be several transitions
away. But in the frame-based approach the goal of the system fill slots which ensures
optimal information extraction from a user utterance. Teaure enables mixed-initiative dialog
style, even if only in a relatively restricted manner. Thenfie-based approach (with different

Sytem: Where are you travelling to?
User: | want to fly to London on Friday.

Figure 2.3.: A dialog example that can be better processeshwbing a frame based approach
[McTO02]

extensions and in different complexities) is very populatialog systems developed today and is
implemented for a variety of domains: train schedule serfd®©SS95, SAOB99], flight booking
service [SP0OQ], advertisement enquiry system [GMB], movie information service [CC99],
travel booking agent [XR00], and so on.

In comparison to finite state-based approach the framedizgg®oach enables greater flexibility
for the user because it can handle extra information thatisee provides. However, its basic
idea is still to directly associate dialog states with tasites and this approach is, therefore, also
subject to the restrictions of the finite state-based amproa
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12 2.1. Dialog modeling

2.1.3. The agent-based approach

Both the finite state-based and frame-based approaches/falsystem- and domain-centered
view of human-machine conversation: The system is an expéne domain and possesses the
knowledge that is needed to execute domain tasks. The useidgbrovide enough information
so that the system can initiate a task. In this context, tiee pksys a “subordinate” role since
she is only an “information-provider” while the system akxs what to do with the information.
Starting from this view, these two approaches directly dlae domain tasks into the dialog
structure and mainly support system-led initiative disttion.

Human-machine conversation, however, can be viewed infareift way: in a way that we
adopt when we consider conversations between humans. S [Gri75] first proposed the
cooperative principle®f human-human conversations tbalaborative natureof conversation
has been intensively studied and widely accepted. The biesicis that dialog can be viewed
as a collaboration between its participants who need todboate with each other during a
conversation. Adopting this view to human-machine coratere means to view the machine
also as an conversational agent that participates in theecsation in the same collaborative
way as the human user. Based on this understanding, var@uslialog modeling strategies
have been developed which are categorizeagent-basedpproaches by McTear. Four of such
strategies are briefly described in the following.

Using Theorem Proving

The Circuit-Fix-1t Shop [SH94] is a dialog system that halgsrs to fix an electronic circuit. The
system possess the complete, theoretic knowledge of howitplalit has no sensory possibility
to monitor and manipulate the state of the world. The usethiasnanipulating ability but may
be novice in this field. Thus, the system and the user have tk twgether to solve the problem.
The dialog evolves as a proof of the task completion: A taskbsarepresented as a goal tree and
the system invokes rules to prove the goal. Sometimes, temia knowledge of the system is
sufficient to prove a subgoal, but sometimes axioms of rutlesassing that should be provided
by the user, e.qg., to physically connect two electrical @mors. In this case the system engages
in a dialog to ask the user to do it. If the user can not provi@enissing axiom, e.g., because the
user does not know how to do a subtask, the system insertsstegpinto the goal tree and first
handles this new subgoal by teaching the user with its thiedreowledge. After this problem

is solved the system resumes the theorem proving procesg #ie goal tree. The process of
adding a new subgoal is illustrated in Fig. 2.4.

In this system the user and the system collaborate in the $kasboth of them contribute to the
dialog with their domain knowledge or domain-relevantiséies. In contrast to the finite state-

based and the frame-based approach, the dialog partisigant dynamically take initiatives

since it is based on the status of the flexible, interruptilderem prover instead of pre-defined
task states.

Shuyin Li



2. Foundational Work 13

do action A to achieve goal A

add a new subgoal

Missing axiom x
(asking user for help)

Teach user how to provide axiom x
(because the user can not do the subtask)

Figure 2.4.: The process of adding new subgoal when usirayeheproving [McT02]

The approach of theorem proving is also used by Sadek fSI6Cto develop a telephone ser-
vice dialog system. He stresses the rationality of inteliighehavior and proposes ttagionality
principle and thecooperative principle The rationality principle states that an agent can not in-
tend to bring about some proposition without intending amel will perform actions based on
her intention to achieve the desired effect. This principles characterizes the agent’s plan-
ning mechanism. The cooperative principle expresses ‘agantivation to adopt her partner’s
intention whenever she has no reason not to do so. Sadelerfytbposes a communication
theory [Sad94] which incorporates the rationality pridegoand communication act models in a
formal way.

Plan-based Approach

In plan-based approaches utterances are viewed as adiatraré performed to achieve some
goal, e.g., to execute a task or to communicate informatiarthis context, utterances (both
from the system and the user) are equivalerdibon operatorsn the field of task planning and
are often modeled as speech acts that consist of roles,qutéioms, constraints, and effects. To
achieve a goal, appropriate speech acts have to be chagetti¢oin the correct sequence similar
to building a plan by putting correct sub-plans togethere @alog, thus, is governed by the
planning mechanism that generates expectations whatlspeg@ither from the system or from
the user, is needed according to the plan status. In a tikettpurchasing example in [AlI95]
the user is expected to produce a “MotivateByRequest” actrdler to ask the system for the
price of a ticket. Based on this user act the system need®tupe a “ConvinceByInform” act
to inform the user of the price.

The early plan-based models had two main problems: Fitslymechanism heavily relies on
the correct recognition of user intentions to locate useesp acts in the current system plan,
which is not always easy. Secondly, the chaining of speetshtased on fulfillment of precon-
ditions can become unmanageably complex in some casesarLaimd Allen [LA87], therefore,
extended the basic model so that it can handle clarificati@msiipns which are urgently needed
to cope with incorrect intention recognition results. Maftgrnative approaches were proposed
based on this plan-based one. In the next paragraph onesaf dipproaches will be introduced.
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14 2.1. Dialog modeling

Collaborative Discourse Principles

COLLAGEN[RS97] is a tool kit for building collaborative iatfaces and is based on the collab-
orative discourse principles. These principles derivenftbe theories otsharedPlarand the
focus of attentiof Grosz and Sidner[RS97, SKLLO4]. SharedPlan is the fonme@alesentation
of the mental aspects of collaboration participants: muiehefs about the goals, actions to be
performed, capabilities, intentions and commitments.uSaxf attention shifts during a collab-
oration, which is modeled by a focus stack of discourse setgndeach discourse segment is
associated with a SharedPlan as the segment’s purposegzuconversation, COLLAGEN up-
dates an agent’s internal discourse state representasmadlon these principles. The discourse
consists of the focus stack, history list (a record of tolesegments that have been popped
off the stack), and the recipe tree (a concrete representafisome of the mutual beliefs in
SharedPlans). COLLAGEN is one of the few sophisticatedbdiahodeling approaches that are
actually implemented for robots (compare to section 2.4).

Conversational Agency

The TRAINS/TRIPS project [AS91, FAM96, FA98, ABEO1, AFSt+05] is a long-term research
project in which conversational collaborative planningtsyns for various domains have been
developed. In their 1993 version of the system [Tra96] Traguoposed to view a dialog man-
agement system as a conversational agent that should be &laledle social attitudes (including
mutual belief, shared plans, and obligations) and diseocositext. During a dialog the system
performs communicative acts (by generating speech outghetuser), observes user's commu-
nicative acts, and maintains a model of its own belief, tHeebef the user as well as the shared
belief. Based on the mental knowledge, domain knowledgeiged by other modules, and the
discourse obligations the dialog management system makesiahs on system’s next step.

The introduction of discourse obligations is the major adage of this approach over the purely
plan-based approaches. The focus of the plan-based appstaaecognize user intentions, in-
fer her goals and adopt a goal to achieve the user’s goal appi®ach is based on the assumption
of user’s cooperativeness and can not explain why the uflerestds to respond if she does not
know the answer. The solution of the conversational agenty distinguish domain-related in-
tentions from socially or conversationally based obligasi, e.g., if one asks a question the other
is expected to at least signal her hearing. As illustrateldign 2.5 the discourse management
of TRAINS-93 also takes into account many important coratogal issues like grounding and
turn-taking. This algorithm produces a reactive-delibeesbehavior of the dialog agency: On
the one side, if the system has conversational obligatiowidlifirst address them rather than
its own domain goal which means that the concern of the udesisonsidered; On the other
side, if the user does not take turn the system will take th{goaunity to address its own do-
main goals. Thus, the system can dynamically shift its fdows user-led initiative taking style
(based on its own conversational obligations) to systaiif#iative taking style (based on its
high-level goals).
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while conversation is not finished
if system has obligations
then address obligations
else if system has turn
then if system has intended conversation acts
then call generator to produce NL utterances
else if some material is ungrounded
then address grounding situation
else if some proposal is not accepted
then consider proposals
else if high-level goals are unsatisfied
then address goals
else release turn or attempt to end conversation
else if no one has turn
then take turn
else if long pause
then take turn

Figure 2.5.: Discourse actor algorithm in TRAINS-93 [Tr&96

Another important characteristic of Traum’s model is thegfication of “conversation acts”
[Tra94]. The basic idea is that different types of actiores laging performed during a dialog.
Additionally to propositional-level actions such as sgeacts, other actions such as turn-taking
and discourse segmentation also occur to maintain a cahesaversation. Therefore, he pro-
posed a multi-layered representation of conversationiachsdingturn-taking grounding core
speech actandargumentation actflater termed as forward and backward-looking acts [Tra97]
During a dialog the acts on different layers are updatedvtii@nges the state of this layer. This,
in turn, changes the state of the overall dialog. Generglithis principle, he and his colleagues
developed theihformation state theofyof dialog modeling [LTOO0, CL99] in the late 1990s.
The basic idea of this theory can be summarized as folléwdialog has different aspects and
each of these aspects can be represented as containindispefrmation. During a dialog,
dialog moves modify this information and thus change thtestaf these aspectJ his theory
represents his idea of dialog modeling in general and ctsnsis

e a description ofnformational componenghat is, aspects that need to be modeled, e.g.,
common ground, linguistic structures, obligations, Heletc,

theformal representationf the above informational components,

a set ofdialog moveghat triggers the update of the information state,

a set ofupdate ruleghat specifies how the dialog moves update the informatiate stf
the informational components and

anupdate strategyhat decides which rule to select given a group of applicahks.
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16 2.2. Handling multi-modality of dialog

This principle of modeling dialog has been later extendedraym to model multi-modal, multi-
party dialog [TR02, SGH04] which will be described in more detail in section 2.2.2.

Further, Traum proposed a computational theory of groumflira94] which is one of the first
implementable grounding models for dialog. Grounding & pinocess of establishing mutual
understanding between dialog participants during a dialadywas first proposed in a system-
atical way by Clark[Cla92]. Traum improves Clark’s model i®presenting grounding units,
i.e., the dialog segment in which grounding takes placd) Wiiscourse units” and modeling the
dynamic process of grounding using a finite state-machirteap@r 3 will provide a detailed
account of this theory.

The approach of conversational agency separates corieeadtom domain tasks by also con-
sidering issues like grounding, turn taking, and obligagiand stressing the role of discourse
context. Given this feature, the approach of conversatiagency distinguishes itself from the
theorem proving and the plan-based approach, which eghateanversational collaboration
with the domain task collaboration.

2.2. Handling multi-modality of dialog

Cognitive science and communication studies have providedheoretical foundation for the
multi-modal research: The cognitive science providesewe for the cognitive association of
language production in different modalities and commuiocestudies document their observa-
tions of correlations between verbal and non-verbal bemaliring face-to-face communication.
The application of these ideas in computer science has b®meriaghing in two directions: One
strand of research concentrates on the fusion mechanisifferedt modalities from the view
of system architecture to improve the interaction efficiemcHCI. The other strand focuses
on the development of multi-modal communication models shauld account for natural and
human-like interactions in the context of the embodied camigcation. This section presents
the foundational work in these two strands though the nmdtidal research in the context of em-
bodied communication is discussed in more detail becaugs gifeater relevance to the current
work.

2.2.1. Multi-modal research with modality fusion and
representation as focus

This strand of research started in 1980 as Bolt [Bol80] miad his “Put That There” demon-
stration system which processes speech with pointing gEssta enable users to create and move
objects on a 2-D large-screen display. Since the last dat@&deulti-modal research has been
developing rapidly because of the progress made in its ibomitng technologies such as speech,
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gesture recognition and modality integration paradignesddte, the most mature multi-modal
applications in HCI are systems that combine speech andrngern JOC00] or speech and lip
movements [BMR-00]. An overview of currently available systems that areadly beyond the
stage of prototype can be found in [OGWO0]. Relatively new in this field are the applications
that enable vision-based technologies, such as the rdmogof head position, gaze, posture,
facial expression and manual gesture, as referred to aséjpieral user interface” by [TROO]. In
contrast to traditional applications using active, intemal user input mode like speech, these
interfaces camnobtrusivelymonitor user behavior and do not require explicit user comasa
Such kind of technologies are, however, less reliable iarpreting user intention so that the
development of “blended interface style”, is becoming imgiot, i.e., to combine passive (like
often unconscious manual gesture) and active (like spdeohan user input [Ovi03].

Since the research on multi-modal interfaces is largelylkebby the progress achieved in re-
search on individual modality processing, this strand oftamiodal research mainly focuses
on the fusion mechanism of different modalities and multial meaning representation from
the view of system architecture. Oviatt [Ovi0O3] summariftes state-of-the-art approaches in
this field. There are mainly two types of multi-modal fusidfeature-level” and “semantic-
level” fusion. Feature-level fusion integrates signaldhet feature level and is suitable for
combining modalities that are temporally closely synciwed, e.g., speech and lip movement.
Semantic-level fusion is typically applied for modaliti@&hout close temporal coupling like
speech and manual gesture because they provide differgrdpimplementary information that
is usually fused on the utterance level. To fuse meaningseatefrom different modalities
Vo&Wood [VW96] and Pavlovic&Huang [PH98] propose tframe-basedntegration strategy
of recursively matching and merging attribute-value datacsures. An alternative approach is
the unification-basedntegration that unifies feature-structures and is inshing computational
linguistics [Car92]. This approach is considered as maitalsie for complex multi-modal mean-
ing integration.

Researchers in the SmartKom project [Wah03, PAB0O3] haveldped a user interface to help
users operate a phone, select media content and navigateadifferent scenarios with a life-
like character SmartaktisThe central issue of this application is the resolution oftrmodal
references. For this purpose, a three-layered multi-maidaburse representation (Fig. 2.6) is
proposed: Thenodality layerconsists of linguistic, visual and gestural objects regméag con-
crete realization of a referential object in the real wo@dbjects on theliscourse layerepresents
concepts which potentially serve as referent for referexyressions; Theomain layedinks the
discourse layer objects with the system’s ontology reptasg domain tasks and objects.

1Although this character can also generate gesture, fagiaéssions, etc, it is not the focus of the project. There-
fore, this system is introduced in this section instead efrtéxt section.

Bielefeld University



18 2.2. Handling multi-modality of dialog

001 e
Domain V broadcasts meﬁé?r:?z?glﬂens"
20/3/2003 e
Layer on 20 on 20/3/2003

DO, | bo, | [ bo, | | b, | [ bo,
DOy,
Discourse DO, 5
Layer
D‘D13 I
L]
L]
3
Modality GO, Vo, LO, LO, LO, LO, LOg
Layer hera =TV listing> listing tonight ™ tapa third ana
(pointing) broadcast

Figure 2.6.: SmartKom Multi-modal discourse represeataf[\Wah03])

2.2.2. Multi-modal research with communication modeling a s focus

In the context of embodied communication, the issue of nmtidality has been intensively
studied for the development of conversational virtual asferiThe following two subsections
discuss two different strands of dialog modeling reseancthis field, as illustrated in Fig 2.7.
The first one discusses approaches that focus on the optiotlimg of therelationshipbetween
multi-modal, individual dialog contributions and thus hold a horizontal view of moibdal
dialog (the blue field in Fig 2.7). The second subsection eors approaches that vertically
view dialog and focus on thdiscourse modelingf the entire dialogwith multi-modality as
different forms of contribution (the pink field in Fig 2.7).

Multi-modal dialog: a horizontal view

The focus of this strand is the animation of synchronizeditirmuodal behaviors for virtual
agents as imitation of natural human behaviors. Relevasgmwhtions made in human commu-
nication studies and the theories derived from these oasens constitute the theoretical basis
for the animation.

Communication studies on the relationship between venb@lr@n-verbal communication be-
haviors of human go back to the 1960s. Early works were basedtbannel summation model
which assumed that the verbal and non-verbal behaviorsegyagenerally different kinds of mes-
sages and the total meaning of these messages can be desivethé frequency, intensity and

2A common term of such agents is “embodied conversationaitaty¢CBCV00, NILOO, RDN02]. Although
conversation within the HRI context is also an embodied eosation, this term is only commonly used to refer
to virtual agents in HCI field. To emphasize the difference betweennteradction with a virtual embodied
conversational agent and with a robot, the term “virtualhdsgjeis used in the current work.
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Figure 2.7.: The two research foci of multi-modal dialog relafy, illustrated with an excerpt of
an abstract dialog between participants A and B

relative weighting of acts summated across channels [JLB@bsequent research rejected this
additive manner of meaning building, e.g., Hegstrom [Hég#6posed that the total meaning
depends on the particular combination of messages convaydifferent channels and Dun-
can [Dun72] claims that the impact of behaviors is derivediftheir sequential or simultaneous
relationship, or both. The current focus of multi-modalégearch are the mutual or co-active
influences between different modalities. One of the foundat works that contributes to this
trend was the early discovery of Condon [CO71] abseif-synchronyand interactional syn-
chrony. By analyzing human conversation on films frame by frame,dund out that various
parts of the human body move in time with each other as well il the articulation of her
speech (self-synchrony), and the listener’s behaviorsis afganized self-synchronisely follow-
ing similar pattern as the speaker (interactional syncfjton

These earlier works are still inspiring researchers today, Cassell’s work on conversational
virtual agents. In her early work “animated conversatiddPB+94] she developed a system that
automatically generates context-appropriate gestuaem|fexpressions and intonational patterns
for virtual agents. In order to avoid issues related to huawivity detection and recognition the
interaction takes place between two virtual agents, whpthi@ role of a bank teller and a client,
respectively. In the interaction, the client asks the bafikrtto help him obtain 50 Dollars with

a check. The focus of this work was the generation of nonaldrbhaviors.

Cassell's colleague Thorisson [Thd96] stresses turmpki speaker-listener relationship and
proposes a multi-modal dialog model for virtual agents thatv the interaction as ¢hree-
layered feedback loofsee. Fig. 2.8). The bottom layer deals withctiveconversational actions
like looking away when the speaker believes it is her ture;riiddle layer is concerned with
processes that have direct reference todiadog processe.g., utterances like “I'm trying to
remember...”. On the top layer tlo®ntentor the topic of the conversation is processed. This
model was implemented for Gandalf [Th697], a conversatigintual agent who shows users
the model of a solar system.
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Figure 2.8.: Three layered feedback loop in multi-modaladjdTh699]

Based on Thorisson’s and her own earlier work, Cassel anddileragues proposed a generic
architecture for conversational virtual agents and imgetad it for REA [CBCV00]. REA is

a virtual real estate salesperson who shows users aroundlproperties and attempts to sell
them a house. This architecture represents the centrabid€assell's FMTB conversational
framework (function, modalities, timing, behaviors): Mple (interactionalandpropositiona)
communicative goals are conveyed by conversatifmattionsthat are expressed by conver-
sationalbehaviorsin one or several modalities. In this model, the interaclayoals regulate
the state of the conversation, e.g., establishing contdbttive user or releasing turn, while the
propositional goals are driven by the needs of discourse.

In the architecture illustrated in Fig. 2.9, the Input Maaagollects input from all modalities.

Data that require instant reaction are categorized asnmaguiardwired Reaction and are di-
rectly sent to the Action Scheduler, which generates nrmitétal output in a synchronized man-
ner. Input data that need deliberate discourse procesgrfgravarded to the deliberative mod-
ule for interpretation and response generation. Heresaat®nal and propositional information
is processed by two different modules. The processing tesiithese two modules are con-
versational functions that are subsequently converteddifterent conversational behaviors by
another module.

Multi-modal dialog: a vertical view

In the above systems, the user and the virtual agent havesatxéhe same objects or environ-
ment (the solar system model in Gandalf and the houses toldersREA), but they do not
cohabitthe same environment. Virtual agents that do share the shysécpl environment as the
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Figure 2.9.: A generic architecture for embodied convereat agents [Cas00]

human user raise additional issues for interaction mogelior example, the shared environ-
ment is usually a relatively large one so that the user careraosund to interact with various
objects or agents. This point raises the issue of attent@nthe user is not necessarily attend-
ing to the agent as it wants to address her. The realizatisnaf systems requires more robust
and flexible dialog management strategies to account fovaheability of the shared physical
environment.

Steve [RJ00] is such an agent and acts as instructor and tei@nfion human students in naval
operating procedures. The dialog management strategyso$ylstem is not yet sophisticated:
It operates by selecting his next action from a repertoifgebfavioral primitives, e.g., speaking,
moving to an object, pointing at an object, offering turngd dhe system represents the dialog
context using a set of rules.

Traum and his colleagues have been working on the Missiored&shl Exercise project
(MRE) [TRO2, SGHt04]. Within this project interactive virtual humans in a pekeeping
scenario for training purposes are created. The dialog hafdais system is built on the in-
formation state theory as described in section 2.1 on pag&d ulfill additional requirements
of virtual reality dialog systems including the issue of thuatodality, attentional issues and
the issue of multi-party dialog [TR02], he extended the flayers of conversation acts applied
in TRAINS-93 [Tra94] to five main layers and the layer of Corsagion further contains six
sub-layers (see Fig. 2.10). In accordance with the infaonattate theory, each layer includes
an information state that is to be changed by dialog moves@e as “dialog acts” in the MRE
project). This model accounts for multi-modality of cors&tion by defining dialog acts that
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Figure 2.10.: Multi-party, multi-conversation dialog &g [TR02]

must or can be realized using a specific modality or a comioimatf multiple modalities. To
illustrate the principle of Traum’s multi-modal dialog maldhe following paragraph presents
some details of iteontactandattentionlayer. These two layers have been added to his original
dialog models [Tra94, LTOO0] to fulfill the requirements of hiwmodal, multi-party dialog in a
virtual world.

The contact layer concerns whether and how other individcah be accessible for communi-
cation. Modalities that can be activated for this purpostuithe visual, radio and voice (e.g.,
shout). Actions that can influence the state of this layenaake-contacte.g., by walking into
the view or earshot) anbreak-contac{e.g., by moving behind something). These two actions
change the state of this layer which indicates whether ttegantion partner is in contact or not.
For example, in one MRE scenario, as a lieutenant drives upet@ergeant and walks out of
his vehicle, he becomes visible to the sergeant with whontdméact is thus established. The
“in contact” state on this layer is the prerequisite for @atiien. The attention layer concerns ob-
jects or processes that agents attend to. Actions affetttindayer can be actions that an agent
performs concerning its own attentiogie- andwithdraw-attentiof or those related to the at-
tention of other agentsdquest; release-anddirect-attention). As on the contact layer, these
actions can be performed in a multi-modal way as well. Theatpen on other layers follows
the similar principle as on these two layers. During a diatowe agent establishes contact with
the other agent by signaling her communication intentiangian appropriate modality. Then,
the agent being addressed demonstrates her attention thalbg initiator also using certain
modality. Thus, the basis for a dialog is created so that iddegl participants can go on provid-
ing dialog acts that change the states on other layers of tueln The resulting multi-modal
behaviors are animated and demonstrated on the screen.

Nakano et al. [NRSCO03] adopted the above information-dtaseed discourse modeling ap-
proach for their virtual, conversational kiosk MACK [C$B2], whereas this work focuses on
the grounding function of non-verbal behaviors, partidylgaze.

Shuyin Li



2. Foundational Work 23

2.3. Evaluation of interaction systems

As mentioned earlier in this chapter, the issues of spokaloglimodeling and multi-modality
management have been the focus of two different reseamtitidras. Accordingly, the evaluation
effort was also made separately from each other. In thevintig, the evaluation works in the
field of dialog management systems and virtual agents asepted in sections 2.3.1 and 2.3.2.

2.3.1. Evaluating dialog systems

The majority of the effort put into the development of evaioia metrics concerns the informa-
tion retrieval domain. One of the first attempts to evalubhéepgerformance of dialog systems is
based on the notion of reference answer [HP80]: The responses that a dialog system gen-
erates are compared with a pre-defined key of minimum andmuanxireference answers and
the performance of the system is indicated by the propoxioresponses that match the key.
This approach can only account for responses generateg ars@dialog strategy. Subsequent
researchers have proposed various metrics for the evatuaitidialog strategies by carrying out
real system tests. Especially the metrics proposed frorBtHeéDIAL [Pec93] project are worth
mentioning [SF93]:

e Transaction succesd his metric measures how successful the system has beeowiidp
ing users with the requested information.

e Number of turns This is a measure of the duration of the dialog in terms of naany
turns were needed to complete the transaction. An altemateasure is the time taken to
complete the transaction. These measures are also indidatolransaction Success or
User Acceptance.

e Correction rate This is a measure of the proportion of turns in a dialog tihatancerned
with clarifications and corrections (of speech recognitiomderstanding and conception).
A high degree of Correction Rate indicates high costs in $avfriser Acceptance.

e Contextual Appropriateness of utteranc&is is a measure of the extent to which the
system provides appropriate responses. The metric carvigediinto a number of val-
ues, such as total failure, appropriate, inappropriatpraiate/inappropriate (when the
evaluator is in doubt), and incomprehensible.

Danielli and Gerbino [DG95] propose a more qualitative maetine implicit recovery which
captures the ability of the dialog management system tovexdoom partial or total failure of
speech recognition and speech understanding. The baaicsitleat the interaction time can be
shorter if a system is able to reason about user’s actualtioteand automatically recovers from
the failure of the speech recognition and understanding.
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The metrics presented so far often have relations to eadr.oBor example, shorter transac-
tions enabled by implicit recovery are often realized atdbst of lower robustness, i.e., possibly
lower transaction success, and it is difficult to determirieclv aspect is more critical for the
performance. Besides, environmental factors (e.g., haisé task factors (e.g., database size)
also have influence on the performance which can not be absréhe metrics above. To ad-
dress these limitations Walker [WLKA97] proposes a genfeahework for evaluating dialog
systems called PARADISE. This framework combines varioeisgpmance measures such as
transaction success, user satisfaction, and dialog dosaisingle performance evaluation func-
tion and enables performance to be calculated for subdiaegvell as for the complete dialog.
Figure 2.11 illustrates the basic structure of PARADISEf&tenance is modeled as a weighted
function of a task-based success measure (transactioass)@nd dialog-based cost measures.
The transaction success is calculated based on a gendcakmssentation of a so-called-

MAXIMIZE USER SATISFACTION

MAXIMIZE TASK MINIMIZE COSTS
SUCCESS
KAPPA /\
EFFICIENCY QUALITATIVE
MEASURES MEASURES

AGENT RESPONSE DELAY
INAPPROPRIATE UTTERANCE RATIO
REPAIR RATIO
ETC.

NUMBER UTTERANCES
DIALOGUE TIME
ETC.

Figure 2.11.: PARADISE's structure of objectives for spokialog performance [WLKA97]

tribute value matrixAVM): It is ordered pairs of attributes and values whichnegent all the
possible task information to be exchanged between thermyatel the user. For example, an
attribute isdepart-cityand the values areondon Paris andBerlin. Each subdialog reflects (a
collection of) task information which is independent of thalog strategy involved in this subdi-
alog. Based on this representation, data is collected imausimn matrix according to whether
the values have been recognized correctly or not. The Kapgifident,x, is calculated for each
attribute which indicates how well the system has achietediiformation requirements of a
particular task. To calculate the dialog costs the coltédialog data is hand-tagged with quan-
titative and qualitative tags, e.g., which subdialog isaredialog and how many repairs have
occurred in the interaction. The overall user satisfacsoralculated as a weighted function of
the transaction success and dialog cost. The PARADISE a&tafuframework incorporates and
enhances previous evaluation measures by (1) sepamtiagtasks need to be achieved from
howthey are achieved and (2) using a decision-theoretic frarete specify the relative contri-
butions of various factors to a system’s overall perfornearitis framework can account for the
measurement of different dialog strategies and has beehfasérge cross-system evaluation
in information retrieval domain, [WAB-01, WRP+-02].
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2.3.2. Evaluating conversational virtual agents

In the field of conversational virtual agents, it is diffictdt directly use many of the above
metrics to evaluate the dialog capability of an agent bezaiighe multi-modality of the in-
teraction. Many information retrieval systems are purglgech based and only some allow
pen or keyboard as alternative input channel. Even in thesterss the modalities do not co-
carry meanings as it is the case in most embodied interaciibis means, the responsibility
for transaction failure, for instance, is clearer in thismdon than in virtual agent domain. Here,
other system modules are usually needed to interpret mgsnarried by non-verbal modalities
like gestures and postures. Besides, these additionakipr@gessing modules often also claim
plenty of computation time which negatively influences ttaéaly duration, too. If these modules
fail to generate an interpretation of user input, the spakalog system certainly has to initiate
clarification questions which constitute system repairud fevaluation metrics like transaction
success, dialog duration, correction rate etcetera in thigiinal sense can not directly reveal the
efficiency of the employed dialog strategies, i.e., the iefficy of the implemented dialog model.
Besides, there are additional aspects that should be ¢sdli@ embodied conversation, e.g.,
the naturalness of the generated multi-modal behavior.

The majority of the evaluation work done on virtual agentaes on the evaluation of, instead
of the interaction capability, likeness and user prefeeanderms of agent’s appearance or non-
verbal behavior. Table 2.1 provides an overview of someuatan work done in the field
of virtual agents [RDNO02]. Developers of more sophistidat@tual agent systems as those
discussed in section 2.2.2 adopt composed evaluatioregieat withsystem-specific metrics
The virtual agent Gandalf (page 19) was evaluated in 3 sfEip&96]. The first step was the
comparison of the performance of Gandalf with the Model HarReocessor [CMN86], which
is a model designed to predict human performance and reaitie. The goal is to find out
whether the behaviors of Gandalf is similar to that of the horas predicted by the Human
Processor. The second evaluation step was the conductiarcomparative user study with
three agents with different behaviors to test whether tiveldped characteristics are important.
The final step was observations of the interaction by theaautimself. The evaluation plan of
virtual agent REA (page 19) is to use three different cr@t¢@BCV0O0]. The first criterion is the
amount of possible lacunae in the theory that would be pdiote by their implementation. The
second criterion is the amount of aspects of the proposec:htioat can not be translated into
the system behavior. The last criterion are metrics in coatp& Wizard of Oz studies. The
goals of these studies are user perception of the systemaakaxecution ratio. The Mission
Rehearsal Exercise system by Traum [TR02, SGH]| (page 21) was evaluated in the aspects
of [TRS04] (1) user satisfaction (by conducting user sts)ji€2) subjective task completion
ratio (a ratio of all tasks the trainee attempted) and oljedask completion ratio (the ratio
of only those tasks included in the system’s domain), (3pgedion rate, and (4) response
appropriateness. For (2) and (4) Traum also proposes aulgestructure coding scheme, the
so-calledlU-coding[NT99] and an appropriateness coding scheme [TRS04].
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Ref Changed parameter | Evaluated |Method of data | Subjects Application Findings

parameter |collection

[NILOO] personality:  intro- | Trust, liking |[questionnaire |40 Korean | application indepen- | more trust in ex-
vert/extrovert (pos- students, 40 (dent (‘item selec-|trovert and identi-
ture); ethnicity (by students (extro-|tion” arguing) cal ethnicity virtual
look); (in)consistent vert/introvert) agents
verbal/nonverbal

[CT99] envelope emotional | ease of use, |Survey + per-|12 novice comp. | Information provider | envelope is more
feedback efficiency, |[formance data |users, native | about the solar sys- | important than emo-

lifelikeness |analysis English speaker | tem tional feedback

[CCDO00] |eye-gaze eye re- |analysis of eye|20, CS staff casual chat For lester avatar

sponse by |pattern of user with eye-gaze,
user, turn users respond with
taking eye-gaze

[LCK+97] | pedagogical agent | effectivity performance 100 sec- | plants lifelike agent has
with different modal- | liking  en-|test Data analy-|ondary school positive effect on
ities tertainment |sis students/novice- learning: perfor-

etc. (18 expert student mance & experi-
aspects) ence depending on
expertise of student

[KM96] smiley, dog (real-|Involvement, usage data|157 out of|poker game face is engaging,
istic/cartoon), man, | likability registration  +|1000+  users, likable and comfort-
woman, no face online ques- | mostly men able, all faces were

tionnaire via attributed with in-
Internet telligence, realistic
ones the most

[MAMJO01] | 3d woman/man, for- | aspects of | questionnaires |36 subjects banking/cinema/ Trust less in case of
mal/informal, appl. | liking trust flight banking appl, dress
domain requires according

to appl.

[MSJWO00] | video/talking liking guestionnaires |— textile e-retall Video liked best,
head/still with + focus group talking head least!
moving lips/voice voice only was liked

[BCO1] smalltalk trust liking | questionnaires |18 students house sail smalltalk  induces

+ analysis of trust with extrovert
behavior subjects

[WSS94] |[no face neutral|liking effec-|questionnaire |49 adults from|filling in the ques-|voice only least
face/stern face tivity CSs research [ tionnaire liked & inefficient;

environment neutral face liked
most, stern face
was efficient

Table 2.1.: An overview of some evaluation work in virtuakagresearch

As can be seen, dialog modeling and evaluation for virtuahégcover much more aspects than
for most traditional dialog applications. Not only do thegvik to account for the issue of multi-
modality, they also have to take care of the “pre-dialog”sghaf an interaction. As presented in
Table 1.1 on page 5, interaction modeling for HRI is even nabiadlenging, especially given the
complexity of the overall robot system and the real envirenta. As shown below, many HRI
applications, therefore, side-step the problem by adgpfinte simple modeling approaches and
few of them was ever systematically evaluated.
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2.4. State-of-the-artin HRI

Service robots for naive users that have been intensivaljied are tour guide robots. The
interaction with such robots is often carried out via asynmmenodalities, i.e., users have to
push buttons or click on a touch screen while the robot carigecfeedback via speech, fa-
cial expression and display, e.g., robots Sage [NBG] or RoboX [TPJ3-02]. Some others
do not have a real dialog management system, but a commardhingaimechanism to en-
able basic interaction via speech. For example, office grodet Polly [Hor93, Hor96] and
museum guide robot Jinny [KCHO4]. Similar dialog management systems are documented
for robots MAIA [ACC+94], RHINO [BCF+98], Minerva [TBB+00], MOPS [TVSO01], and
Perses [BWK-03]. Also for some personal robots like elderly care robot[RBF+-00] or robot
pet AIBO [Kap00] simple key word spotting and command matghiechniques are employed
to realize interaction.

Many more advanced service robots possess “real” dialogagenent system. The finite state-
based approach as discussed in section 2.1 are often adeggedhe office service robots Jijo-
2 [FAM98, MAF+99, MhA+00], Cero [GEO1], and HERMES [BG02], hospital service robot
Hygeiorobot [SAS01], intelligent environment interfacdot Lino [KPC+03], humanoid robots
Qrio [ASO5] and Alpha [BFJ-05] for interaction research. Even the former version ofttiaéog
management system on our own robot BIRON [TLWFO04] was firtaéesbased.

Several other projects try to adopt different strategiesnioance the verbal capabilities of their
robots: The autonomous wheelchair robot Rolland [SBO5¢mds$ the finite state-based ap-
proach by explicitely addressing issues like question scussion, belief, and abstract interface
to knowledge. The elderly guide robot Pearl [MIP&2] uses a probabilistic approach to calculate
the uncertainty of the speech recognition results and caergee clarification questions if appro-
priate. Single task navigation robot Godot [TB(Q2] adopts the information state approach as
discussed in section 2.1 and subsection 2.2.2. The dialddjrimytoolkit COLLAGEN (section
2.1.3 was implemented for the penguin robot Mel that is sepgdo engage human visitors in a
conversation while demonstrating a so-called IGlass\Warket

Since the majority of service robot dialog systems are fstie-based, most of them have lim-
ited capabilities and can not account for multi-modalitgofversationvithin the dialog system.
For example, the generation of conversational facial esgpo|s is widely realized for robots.
However, these non-verbal feedback capabilities are notraited by the dialog management
system, but an independent robot subsystem. In such robtamsg, the control of the interac-
tion behavior lies in the overall robot control system iastef the dialog management system.
And it is similar with multi-modal input, e.g., Qrio [ASO5]ds a two-layered architecture with
one layer processing non-verbal behavior and the other thgeserbal behavior.

In the field of social robotics, research focuses on the zatdin of sophisticatedndividual
social behaviors such as emotion [Bre00], joint attentidad04] and spatial perspective tak-
ing [HTHSO4]. However, researchers in this field do not afieta develop complete interaction
framworks which account for multi-modality and discoursamagement etc.
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2.5. The adopted approach

On view of the many dialog modeling approaches, a decisianttde made as to which ap-
proach should be adopted to model multi-modal interactwrafrobot companion. Recall that
finite state-based and frame-based approaches follow aidoaral system-centered view: the
system is an expert in the domain and the user plays a “sutadadirole. The user is only a
“information-provider” while the system decides what towith the information. These two
approaches directly translate domain tasks into dialaggire and mainly support system-led
initiative distribution. The HRI requirements of domamdependence and mixed-initiative dia-
log style for a robot companion, as discussed in sectior2,1chn thus hardly be fulfilled with
these two approaches. Agent-based approaches are morsipgirecause they view dialog
as a cooperation between a human user and a system, whichesdle human-robot rela-
tionship in HRI better. However, within this category, them proving, plan-based approach
and the approaches based on collaborative discoursegidraso rely on detailed domain task
representations to perform dialog planning and are ledaldai In the remaining approach,
the conversational agency, a grounding scheme is propbaedéscribes general laws govern-
ing dialog, independently of the domain, and is flexible inme of initiative distribution. A
grounding-based dialog model is thus adopted for the cumwerk. Given the broad responsi-
bilities of an interaction management system for a robotgamon, the issue of multi-modality
is viewed vertically (compare to Fig. 2.7 on page 19). Morecsically, the general grounding
concept is generated with the ability to directly handle timmlodality, as will be shown in the
next chapter.

Concerning the evaluation of the interaction system fob@tgompanion, task success-centered
metrics, which are popular in the information retrieval dom are not appropriate. The reason
is that it is difficult toclearly attribute interaction failure to one or more systemodules Ad-
ditionally to the issue of multi-modality, which is also aatlenge for evaluating virtual agents,
a mobile robot is also confronted with the problem of (freaf)iesignal processing errors and
their consequences. Therefore, in the current work, coetpesgaluation metrics are adopted in
a system-specific way, as often performed in the field of alragents.

2.6. Summary

This chapter presented relevant works in the fields of diahagleling and multi-modality re-
search. The most common dialog modeling approaches wessifeta into three categories: fi-
nite state-based, frame-based, and agent-based appitese approaches were discussed with
respect to their major features, advantages and disady@ntahe works in the multi-modality
research were categorized according to their foci: eithedatity fusion and representation or
communication modeling. Within the category of communaamodeling, the work of Cassell
and Traum were discussed in more detail because they aesegpatives for two major strands:
either emphasizing the relationship between individuatirmaodal contributions during a con-
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versation (Cassell) or focusing on the the discourse maglefitheentireprocess of multi-modal
dialog (Traum). Concerning the evaluation techniquesteraction modeling, task success ratio
and human-alikeness are the dominating evaluation metricgormation retrieval and virtual
agents domain. Compared to the relatively advanced teopies in HCI, less sophisticated
approaches commonly adopted in HRI were also discussed.

The conclusion of this chapter is that grounding is a pramgisioncept for the interaction man-
agement system for a robot companion because it modelggdigladdressing laws governing
dialog in general and is sufficiently flexible. Next chapteogses a computational model of
multi-modal grounding which improves and extends existiogks to fulfill interaction require-
ments for a robot companion.
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3. A computational model of
multi-modal grounding

This chapter proposes a computational model of multi-mgdalinding to address the require-
ments for an interaction management system in HRI (see Tablen page 5). In comparison

to existing works, this model [LWS06, LWO07] possesses twageh@spects. The first one is

the improvement of the grounding mechanism itself. Conmlgiradvantages of three existing

models, the proposed grounding mechanism is based on adoushautomaton and is able to

avoid many of the inherent problems of the existing modelbe $econd novel aspect is the
extension of the grounding model, which is primarily useaddress uni-modal dialog in other

works, with the capability of handling multi-modality. Thaspect enables the grounding model
to cover more dimensions of face-to-face interactions imega. In the rest of the thesis, this

model is referred to as MMPDA (multi-modal push-down auttomgamodel.

This chapter is organized as follows: Section 3.1 presanggtexisting grounding models. Moti-
vated by these works, section 3.2 discusses the new MMPDZAhrodetail. Finally, section 3.3
presents an evaluation of the model using dialog exampbes the literature and summarizes
the advantages and disadvantages of the MMPDA model.

3.1. Existing grounding models

The term “common ground” in the sense of information andklrefs that dialog participants
commonly share was introduced as early as in the 1970s. ukaritand Peters [KP75] and
Stalnaker [Sta78] pointed out that dialog participants sahsuccessfully talk to each other
without sharing mutual knowledge and beliefs based on wastdeen said in the dialog. Since
then, the process of achieving common ground, the so-ogiltmchding process, has been viewed
as an important mechanism that regulates dialog. Researfrben different disciplines have
proposed various grounding models to “explain” human djdehaviors and to realize natural
dialog for computer applications. In this section threehsd most influential models will be
discussed with respect to their main structure, advanjaigesdvantages and implementability.
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3.1.1. Clark’s contribution model of grounding

The contribution modebf Clark [Cla92] is one of the first grounding models. He viediaglog
from the standpoint of a third person that does not activalyigipate in the conversation. The
following paragraphs summarize the basic ideas of this inode

Dialog Contributions: Dialog consists o€ontributionsnitiated by dialog participants. A Con-
tribution is a participatory act and involves (1) the indwal act of the speaker to contribute to
the discourse, (2) the individual act of the listener to stggi what the speaker said and (3) the
collective act of both to add what the speaker meant inta t@nhmon ground. Conceptually,
the process of contributing divides into two phases:

e Presentation Phase: A presents an utterance for B to conside

e Acceptance Phase: B accepts A's utterance by giving evedimder understanding.

Once B provides evidence for understanding, i.e., B showepiance, both A and B will each
believe that B understands what A meant and will add it in&rtjopint common ground.

The recursive Acceptance: Every signal that one dialog participant directs to the othalog
participant is presented for her to consider. Thereforeryeutterance in a dialog belongs to
the Presentation phase of some Contribution. This is to thay,also each Acceptance is a
Presentation because it also needs to be considered byh#raedadlog participant and grounding
is thus arecursiveprocess. In the dialog example in Fig. 3.1, B accepts Asdiasion by
repeating it. Then A accepts this Acceptance by saying “gesl’so on.

The strength of evidence: Clark states that Acceptance, i.e., evidence of understgndan

be of different strengths. This strength seems to be detedriy the fact ohow explicitly the
evidence demonstrates understandiGgnerally, the strength of an Acceptance depends on the
complexity and purpose of the Presentation. Clark idestfiie types of evidence which are
listed here in order from the weakest to the strongest: (hjicoed attention, (2) initiation of
the relevant next turn, (3) acknowledgment (e.qg., sayirg tw "yeah"), (4) demonstration (the
listener demonstrates all or part of what he has understaad)(5) display (the listener displays
verbatim all or part of A's Presentation).

The introduction of the notion of strength is an important @d the model because it helps to
solve the problem that is created by recursive AcceptanéewiNg the grounding process as
recursive means that even the last utterance of the comnvgrsaquires an Acceptance to be
grounded which results in an infinite loop of Presentatiod Anceptance in each dialog. To
solve this problem, Clark proposes tsteength of evidence principle

The participants expect that, if evidenggis needed for accepting Presentatign
ande, for accepting the Presentation&f thene; will be weaker tharg,.

Given this principle, the upshot of every Acceptance phasellsl end in the weakest form of
Acceptance, i.e., either in type 1 or 2. The dialog exampkggn3.1 displays this process. Here,
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A informs B of the book identification numbér six twoand B accepts As first utterance by
displaying it verbatim which is the Acceptance type 5. Theac8epts B’s acceptance by saying
yeswhich is an acknowledgment (Acceptance type 3). In the eratd@pts A's acknowledgment

by initiating a new contribution (Acceptance type 2).

A: F. six two

B: F six two

A:yes

B: Thanks very much

Figure 3.1.: A dialog example [Cla92]

Embedded Contribution: This term is introduced to cope with the problem that dialag p
ticipants sometimes have understanding problems and bawmdiate repairs. The Contribution
that the listener’s “negative Acceptance” (such as “I begrymardon?”) initiates is subordinate
to the initial Presentation of the speaker. This is to sagt, tie Acceptance of one Presentation
can contain other complex Contributions. Such an exampliisdrated in Fig 3.2. Here, Con-
tribution C, andC; both belong to the repair effort of the dialog participamd are subordinate
to the ContributiorC, .

The discourse as contribution tree: Clark’s contribution tree reflects the ideas above. As
demonstrated in the contribution tree in Fig 3.2, each GQaution has a Presentation phase
as well as an Acceptance phase and each utterance belorgs Roelsentation phase of some
Contribution. Contributions are ultimately completed lityrer Acceptance type one or two (i.e.,
either continued attention or initiation of the relevanktieirn). As a rule of thumb, a Contribu-
tion belongs to the Acceptance phase of a previous Conibonly if it directly addresses the
hearing or understanding of the previous Presentation.

C1l Pr B1: who evaluates the property ———

Ac
c2 Pr Al: uh whoever you ask((ed)).. the

surveyor for the building society

Ac
TT——_ B2 no, | meant who decides what

c3 Pr price it'll go on the market.
Ac
c4 Pr T A2: (-snorts). whatever people will pay ——
Ac
c5 pr  B3: but why was Chetwynd Road so cheap ——-

Ac

Figure 3.2.: An example of dialog discourse as contributiiea [Cla92] (C = Contribution, Pr =
Presentation and Ac = Acceptance).

Clark’s contribution model is well-established and modkks grounding process in an explicit
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and direct way. However, close examination of this first ging model reveals several logical
problems which have severe consequences for its impletviétyta

The first problem is the recursivity of Acceptance. TraunaP#] points out that if the Accep-
tance of the Presentatidtre;, sayAcc, also has to be accepted by another one Asay, then

it is not clear whether thécg is really qualified to complete the grounding proces$od;
beforeAcq, is available. If no, thercg, can not be qualified for any accepting function Aarc
either because it has to wait féicc;, and so on. Obviously, this will result in an infinite loop
which implies that no utterance can be ever grounded. Howiwecc can fulfill its accepting
function withoutAcg,, as Clark suggests, there seems to be no reason why it shealttbpted
by Acg, at all since the initiator oPre; should already be satisfied wiicc, and does not need
further Acceptance. Itis, therefore, more reasonabledwicc, as a pure Presentation without
any accepting function, which means that there are uttesimathe model (in this case thec;)
that do not need to be accepted at all. This is, however, @dictrto the principle of recursive
Acceptance. This logical problem makes it difficult to implent this model since it is not clear
when the grounding process of an utterance is ever completed

The second critical issue of Clark’s model is the uncleati@hship between the dialog regula-
tion power of grounding and the role of domain task relatedivatbons of dialog participants.
This unclearance affects the conditions for initiatingrieet Contribution. On the one hand, one
should follow the strength of evidence principle to gereia@t Acceptance that is weaker than
the previous one. On the other hand, Clark also states thakt¢heptance type is determined
by the complexity and purpose of the Presentation. Thus,nbt clear whether a dialog par-
ticipant initiates the next turn (Acceptance type two) heseashe is expected to provide weaker
evidence of understanding than earlier or because she igateat by the current dialog purpose.
The contribution model thus lacks a specification of therpitey between the meta-process of
grounding and the domain. This point is crucial for an impéetation since the majority of
computer applications is created to solve domain problextiger than to prove the correctness
of dialog theories.

Last but not least, the role of non-verbal conversationhbl®rs is not clear in Clark’s model.
Although Clark does mention that non-verbal behavior cao akrve as Presentation and Ac-
ceptance (e.g., the continued attention is a type of Acoepda his contribution model does not
provide any account for it. For example, questions like hogvreon-verbal behaviors embed-
ded in the dialog, how to handle simultaneous verbal andueobal contributions etc are left
unanswered.

As a whole, Clark’s contribution model attemptsdescribe dialog afterwardmstead ofpre-
dicting it beforehand Some of its logical problems severely affect the implerabitity of this
model. Subsequent researchers have proposed various catidifs for this model to address
these problems. In the following, two of such models will hecdssed: The finite state-based
model of Traum and the exchange model of Cahn and Brennan.
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Initiate: initiates a DU

Continue continues a previous act performed by the same speaker

Acknowledge shows understanding of a previous utterance initiated
by the other party (comparable to the Acceptance of Clark)

Repair. changes the content of the current DU

ReqgRepairasks for a repair by the other party

RegAck attempts to get the other agent to acknowledge the preyious
utterance (creation of discourse obligation for the listen respond)

e Cancel closes the current DU as ungrounded

Figure 3.3.: Grounding acts in Traum’s finite state-basediigding model [Tra94]

3.1.2. The finite state-based grounding model of Traum

Traum [TA92, Tra94, Tra96, Tra99] developed one of the firgblementable grounding mod-
els within his work for the project of TRAINS-93, which wasidfty described in the section
2.1.3. His model addresses the first problem of Clark’'s m@aslursive Acceptance), and is
implemented for a conversational agent in a collaborati@arpng system.

By analyzing the TRAINS corpus Traum found out that only @ertpatterns of utterance se-
guences are possible in dialog, e.g., a speaker can not\alddge her own immediately prior
utterance and the listener’s request for the speaker tarrepaown utterance usually creates
an obligation for the speaker to actually do so. This behasiggests that, for the grounding
state of a certain dialog segment, the number of possibiie stmsitions is finite. Motivated by
this finding, Traum proposes to replace the structure of Warnton with discourse uni{DU).
DUs are the units of dialog at which grounding takes placeaardcomposed of utterance-level
actions rather than Presentation and Acceptance phasese Titterances perform grounding
acts which change the grounding state of a DU. Groundingthatan be performed are listed
in Fig.3.3 and possible grounding states of a DU in Fig.3.4.

The grounding process follows the principle of a finite stachine: Each incoming grounding
act triggers a state transition in the DU. Once a DU arrivetsdinal state ¢tate F this unit of
dialog is grounded. If the DU reaches thiate D then this unit of dialog is abandoned without
being grounded. Any other state indicate that the DU needsoomore utterances performing
certain grounding acts to arrive at the final state of groogdiThis model can thus, in any state
of the DU, precisely predict what grounding act is neededw(iirfollow in the ideal case).
Figure 3.5 illustrates the state transitions of DUs.

Traum’s model solves the problem of recursive Acceptancalloyving autonomous acknowl-
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e State Sthe DU is not yet initiated
e State F the DU is grounded
e State D the DU is abandoned although it is not yet grounded

e State 1 - 4the DU needs one or more utterances to be grounded

Figure 3.4.: Grounding states of a Discourse Unit in Traufii#e state-based grounding
model [Tra94]

Next Act In State
State Entering Act Preferred Existing Act S ! 2 3 4 F P

S Initiate Initiate 1

1 Initiate! Ack? Continué 1 4

2 ReqRepaft Repair Continu& 2 3

3 Repaif Ack! Repait 1 1 1 4 1

4 RegRepaif Repaif Repaift 3 2 3 3 3

F Ack" R Initiatd” ® (next DU) ReqgRepalr 4 4 4 4

D cancel ® Initiate . (next DU) ReqRepalt 2 2 2 2 2
Ack' F r F
Ack"® F F F
RegAck 1
RegAck 3 3
Cancel b b b D D

* repair request is ignored
A B
Figure 3.5.: Discourse Unit transitions. (A) meaning otetanits, (B) DU transition diagram
(I = initiator, R = responder) [Tra94]

edgment acts (Acceptance) that do not require further Aaoee. With the finite state-machine,
this model also enables a clear definition of grounding disth for each given DU

Nevertheless, Traum’s model is also subject to limitatioB®spite different representations,
DUs are conceptually comparable to Clark’s ideawibeddedContribution. This means, when-

Note, this grounding model is a part of Traunmailti-level theory of conversation adi§A92]. In this theory,
different aspects of a dialog are represented using difféypes ofconversation actse.g., grounding acts for
grounding and turn-taking acts for coordination of turnentain tasks are not directly modeled using grounding
acts and the finite state-machine, so that the domain tasgitgunoof Clark’s model is not relevant in Traum’s
model.
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ever there is a problem in understanding during the dialaig, unit of grounding is extended
with repair utterances of dialog participants that alsadrteebe understood, i.e., grounded, be-
fore the entire unit can be grounded in the end. This means bl can be in the state F several
times. For example, in the transition diagram in Fig. 3.5egithe next act oAckin the state

F, the DU state remains F. These transitions make it diffiouttetermine whether a DU is def-
initely grounded or not since the state F can indicate battgtibundedness of a conversational
repair and of the entire DU. This situation would require achaism similar to a push-down
automaton so that a repair can be pushed and popped befametiteeDU is grounded.

3.1.3. The exchange model of Cahn and Brennan

Cahn and Brennan [Cah92, BH95, CB99] adapt Clark’s modeldk-briented dialog in HCI and
addresses his second problem of unclear relationship batthe meta-process of grounding and
the domain. Their solution involves two strategies: (1)cHEation of parameters that determine
the grounding criteria, and (2) the augmentation of therdmumiion model with a task structure
Exchange

As to the first strategy, Cahn and Brennan propose that a epeaksiders the following two
issues when evaluating the conversational evidence ofrstaheling that was provided by the
listener in her reply :

e whether the listener understood the speaker’s Presemtatio

e whether the reply of the listener conditionally relevanto the speaker, i.e., whether the
speaker accepts it as a relevant domain and conversatiaval. m

The evaluation results can be either (1) the Presentatieruwderstood and the reply is condi-
tionally relevant or (2) the Presentation was understodthgureply is not conditionally relevant
or (3) the Presentation is not understood. Only in case @ pspeaker’'s grounding criteria are
considered as fulfilled. This means, only if the speakerkhithat her Presentation was under-
stood and the reply was conditionally relevant, she is suaetier Presentation is grounded by
the listener.

For the second strategy, Cahn and Brennan augment thelzdidn model of Clark with Ex-

changes. This concept is motivated by the observation thatributions appear in pairs most of
the time and the second Contribution does not only serveidsrme carrier for understanding
but also as task executor that finishes the task initiatetid¥irtst Contribution. In the Exchange
model, each Exchange is a pair of Contributions that arated by different dialog participants.
The first Contribution initiates or defines a task and the sé@me completes or executes a fask
These tasks can be domain or conversational tasks (e.git)rapd correspond to thdiscourse

2This structure of exchange is motivated &gjacency pairproposed by Schegloff and Sacks [SS73] who state
that utterances tend to occur in meaningful pairs that,ttmgeaccomplish a single collaborative task.
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segment purposm Grosz and Sidner'$ocus space mod¢GS86]. The tasks thus represent
the idea that two Contributions contribute to a common psepand are, therefore, structurally
linked with each other. This discourse model can be porttagea graph (see Fig. 3.6), which is
similar to Clark’s graph. Here, two Contributions are lidka the root to represent an Exchange
and the leaf nodes that are connected to utterances reprasenClark’s model, the progression

of understanding. The operations in this graph are detemny two variables: (1) whether the

previous utterance is grounded,or not (according to thargtimg criteria discussed above) and
(2) whether the incoming utterance defines or executes a Bested on the value of these two

variables four operations can be carried out for one incgratteranceJ,, (Fig. 3.7).

After: (1) User: Where does Dan work?

(1) User: Where does Dan work? D
(2) System: In the natural language group. Exi
(3) User: No, | meant his office. Cr
(4) System: Near post H33. Pr
(5) User: Ok.
(1)
After: (2) System: In the natrual language group. After: (3) User: No, | meant his office.
D
D Exa
Exa C1
C1 C2 Pr ) Ac
. -~ Exz
Pr Ac  Pr
C2 Cs
- Pr  Ac Pr
(1) (2
(1 @ (3)
After: (4) System: Near post N33. After: (5) User: OK.
D D
Ex1 Ex1 Exs
G Ca C Ca Cs Co
Pr _Ac Pr Pr Ac Pr Ac Pr Ac
Ex: _Bx
_CZ Cs _Cz Cs
Pr Ac Pr Ac Pr Ac Pr Ac
(1 (2 (3) (4) M (@ (3) (4 (5) null

Figure 3.6.: The private model of the system concerning @ficiation of task definition in the
exchange model [Cah92] (D = dialog, Ex = Exchange, C = Comtiob, Pr = Pre-
sentation and Ac = Acceptance).

Cahn and Brennan emphasize that this discourse model grlysents the private model ofie
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e create an Exchangecreate a new Exchange with, as the first Pre
sentatiorf

e close an Exchange complete an Exchange witl,, as the second
Acceptance

e embed an Exchangeembed an Exchange into another one to carry
out repair (withU,, playing various roles)

¢ unlink an utterancere-allocatdJ,,_; (the previous utterance) that was
previously linked with an Exchange

aSince each Exchange is composed of two Contributions in tiggnal sense of Clark,
each Exchange also includes two Presentations and two fsctess, respectively

Figure 3.7.: Operations that can be carried out on the tle®dise graph

dialog participant and is revisable during a dialog. FigBr@ reveals this point and presents
the private model that the system builds and revises stepelpyduiring the dialog with a user.
Here, the user first initiates ExchanBg, by defining a task (a question) with Contributi@y
and the user utterance is viewed as the Presentati@j.ofn (2), the system assumes that it
correctly understands the user’s Presentation and thersigsanswer also successfully executes
the task that the user defined@. This assumption is represented in the discourse struature
the link between the utterance (2) and the Acceptance ofthend as the Presentation @,
which is intended to be the task executing Contributioferf. However, the user contradicts
the system’s answer in (3) so that the system revises itstates NowC, is no longer the task
executing Contribution dEx,, but the task defining Contribution in the new Exchakggewhich

is initiated to resolve the misunderstanding as a conviersattask.

The exchange model clearly defines the relationship betweeprogression of understanding
and the task execution, which is crucial for modeling taskrded dialog for computer appli-
cations. However, this model takes over the concept of saeiAcceptance as Clark proposes
and thus inherits its problem that the grounding process doéend in a reasonable way. To
overcome this problem, Cahn and Brennan introduce artsicattures as the end of the dialog.
Taking the example in Fig. 3.6, in the last step, the uset&ramce “Ok.” is the Acceptance of
C4, which signals the user’s understanding of system’s Ptasen and satisfaction with its task
execution result. However, based on the recursive prie@plAcceptance, this user utterance
has to play the role of Presentation for a new Contributiorhis caseCs;, which should be the
task defining Contribution dEx;. The problem is, neithe€; nor Ex; actually exist because the
dialog already arrives at its en@; andEx; are thus artificial structures that do not match the
dialog progress. Besides, it is not intuitive to consider titterance “Ok” as having the func-
tion of defining a task. Although Cahn and Brennan claim that tmodel can be represented
as a stack, too, it is considerablely difficult to actuallystobecause of the recursive nature of
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Presentation and Acceptance. Another severe problem ghrtodel is its inability to handle
multiple utterances in one turn. With the recursive strigetf the model, it is not clear what
happens, when a dialog participant can accept oplgreof her dialog partner’s Presentation but
has to initiate a new Exchange to clarify another part of treséntation.

In fact, the Contributions do not have any specific functionthe exchange model at all:
Presentation and Acceptance are responsible for ensurggystanding and Exchanges manage
task execution. The existence of Contributions only seenbe fjustified by its meta function of
connecting Presentation and Acceptance. But do they hdwe ¢onnected by an extra structure
of Contribution? Is it possible to model the pair of PresBataand Acceptance as being in a
mini-state-machine, which represents a small groundingamu possesses one start state trig-
gered by Presentation and one final state triggered by Aacee? If yes, this would mean to
combine the concepts of Traum’s finite state-model and thbange model of Cahn and Bren-
nan. Would this combination bring any advantages over tli&tieg models? The following
section examines this possibility and proposes a new gingndechanism, which is further
extended with the ability to handle multi-modality.

3.2. The MMPDA model

This section describes a new computational model of grawgndhe MMPDA model, that at-
tempts to combine the finite state-model of Traum and theamx@i model of Cahn and Brennan.
Furthermore, this model is augmented with a new structwakabcounts for the multi-modality
of dialog. In section 3.2.1 the key notions of this model ateoduced and in section 3.2.2 the
issue of multi-modality is discussed. Finally, in sectio.3 the whole picture of the model is
depicted using the notions discussed in the two precedictgpss.

Below, in abstract discussions concerning a segment oflaglithe term “initiator” refers to
the dialog participant who initiates an account and awattslhe grounded while “responder” is
her dialog partner who is expected to show evidence of utatetsg. The word “contribution”
is used in its original sense of the general act of contnilguinstead of in the sense of Clark’s
contribution model.

3.2.1. Key notions

This subsection addresses four key notions of the new grogmaodel:grounding unif ground-
ing relations grounding criteriaandtypes of Acceptancelhe notion of grounding relations is
the central novel construct of the MMPDA model and will becdissed in detail. The other three
notions have already been used in existing grounding madwelsthe discussion here mainly
aims at specifying their meanings in the MMPDA model. All bétfour notions, however, serve
as the basis for the MMPDA model and will be referred to agaisdction 3.2.3 as the whole
picture of the model is depicted.
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3. A computational model of multi-modal grounding 41

Grounding unit

The grounding unit, i.e., the unit of dialog at which the grding takes place, is the Exchange. In
contrast to Cahn and Brennan’s model, the MMPDA model abastite structure of Contribu-
tion and each Exchange in this model consists ofdvebog act level actionse.g., an instruction
“Please close the door.” and the following confirmation “Qlr a question “What time is it?”
and the subsequent answer “Ten o’clock.” Note, a dialogsatdmaller” than a turn because a
dialog participant can produce several dialog acts in ong ®ig. “It is really a nice weather.
How about a walk in the park?” This turn is viewed as contajrtino dialog acts: a statement
and a question.

The two dialog acts contained in an Exchange are createdfeyatit dialog participants. From
the view of grounding, a initiator creates the first act, whigitiates an Exchange and plays
the role of Presentation, and the responder creates thedeoe, whichlgroundsthe Exchange
and plays the role of Acceptance. From the view of domainstagie Presentation initiates a
task and the Acceptance executes the task. As in Cahn andd@rermmodel, these tasks can be
either conversational tasks (such as repair) or domaist&skch Exchange can be in one of the
following two states:

¢ Not grounded the Exchange is initiated, but not yet grounded. An Excleaisgn this
state when its presenting dialog act (Presentation) idadolaj but not its accepting dialog
act (Acceptance);

e Grounded the Exchange is grounded. An Exchange is in this state wh#mRresentation
and Acceptance are available.

According to the above specifications, the utterance “leally a nice weather. How about a
walk in the park?” initiates two Exchanges each of which sdede grounded, as illustrated in
Fig 3.8.

Acc Acc
Ex1 Ex2
Pre| Itis really a nice weather. Pre| How about a walk in the pa

Figure 3.8.: Exchanges (Ex: Exchange, Pre: Presentation, Acceptance)

Although similar terms as in the existing grounding modets @sed in this new model, they

have slightly different meanings than their ancestorsstlyirthe grounding unit of Exchange is

“smaller” than Traum’s Discourse Unit because it alwaystams only two elements. Secondly,

an Exchange represents a task that can not be divided intaskslkany more. This means, repair
effort of dialog participants such as clarifications ao# part of an existing Exchange, instead,
they initiate a new Exchange. In short, the grounding uniExxdhange is a quitecal construct

in terms of both grounding and task. The question of how tlieycannected during a dialog is

answered below.
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Acc
Exa

Pre

Delete
Acc

m
&

Pre

Support

Exchange Family

Acd

Ex2

Pre

Default

Acc
Exa

Pre

Figure 3.9.: Connecting Exchanges:,Ex is the Mother Exchange of Exand the Exchanges
against the grey background belong to an Exchange Family.

Grounding relation

People patrticipate in a dialog by performing operationdvikchanges which, apart from the
first Exchange in the dialog, are usually in certain relat@mrevious Exchanges. Some Ex-
changes are initiated to clarify grounding failure thatsarin previous dialog segments while
some other Exchanges aim at canceling the dialog partnesisnging effort (e.g., by saying
“forget it, it is not important.”). Analysis of dialog exartgs suggests that the number of such re-
lations is finite and four such relations are most frequBatfault Support CorrectandDelete
These relations indicate@hether and how a given Exchange assists previous Exchamiges
their groundingand are callegrounding relations

Before the detailed discussion about the four groundirajiais, a few terms need to be clarified
first: Each Exchange hasMother Exchangewhich is the Exchange that is the top Exchange
before the current Exchange. In this relation, the currerthBnge is calledon Exchange
Grounding relation is the relationship between a Motherlaxge and its Son Exchange. Be-
sides, each Exchange can belong toEaxthange Familywhich is a group of at least three
Exchanges that are connected via non-Default groundimgioak. In Fig. 3.9, the Exchanges
are named according to their creation time and, thus, Exggh&ix is the Mother Exchange
of Exs, Exs is the Mother Exchange of Exand so on. Besides, EXEx; and Ex construct
an Exchange Family because they are connected via nondDgfaunding relations. When an
Exchange is grounded, some actions can be carried out onoitisevlExchange and / or on its
Exchange Family. Whether to carry out these actions and adti@ins should be selected depend
on the grounding relations. In the discussion belowxf has grounding relationto its Mother
Exchange, then it is calledExchange e.g., Default Exchange is an Exchange that has Default
relation to its Mother Exchange.
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Acc
Ex2
Pre| How about a walk in park?
Default
Acc
Exa

Pre| Itis really a nice weather.

Figure 3.10.: Exchanges with grounding relation Default.

Default: Some Exchanges are initiated without particular functibassisting its Mother Ex-
change with its grounding, e.g., Exchanges that introdeeetopics into the dialog. In Fig. 3.10,
although the Presentation Ex, seems to be motivated by the Presentatiokxfin the prag-
matical sense, it does not help the understandiriExpf Ex, thus has grounding relation Default
to its Mother Exchanggy, . If a Default Exchange is grounded, no further operatioresirie be
carried out on its Mother Exchange.

Support: A Support Exchange is initiated to support the groundingess of its Mother Ex-
change by providing further information on the issue adskdsin the Mother Exchange. A
typical example of such an Exchange is one motivated by dficktion question like “I beg
your pardon?”, which aims at collecting precise informatm what was said in the Mother Ex-
change. If a Support Exchange is grounded, the dialog gatitwho was supposed to ground
the Mother Exchange will retry the grounding process of thatir Exchange with the infor-
mation that is collected in the Support Exchange.

Correct: Sometimes dialog participants can erroneously believdlles successfully grounded
an Exchange or they already provided correct informatiantlie other dialog participant to
ground although it is not true. In such situations they a&éiCorrect Exchanges to correct the
Mother Exchange, e.g., in case of third-turn repair, theatar of the initial Mother Exchange
realizes that her Presentation was misunderstood andrthietds a Correct Exchange by saying
“No, | meant...”. If a Correct Exchange is grounded, the aligbarticipant who was supposed
to provide Acceptance for the Mother Exchange will retry ¢gineunding process of the Mother
Exchange with the information that is collected in the CairEexchange.

Delete: During a dialog it can occur that dialog participants wantdaacel their joint grounding
effort for some reasons. They signal this intention by atitig Delete Exchanges. Such Ex-
changes are unique in the sense that they do not only affectNfother Exchange once they
are grounded: they also have the power to cancel the needdondjing for all members of its
Exchange Family. This policy is motivated by the observativat cancellation of grounding
effort often occurs due to frustration of dialog particigmwhen no common ground can be es-
tablished in spite of repeated attempts (repeated Supp@amect Exchanges). For example, in
Fig 3.11, Tom can not understand who is Jane Smith althougk N&s provided more and more
information before she gives up. In the language of the MMRD@del this is to say, Tom can
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Mary(1): How do you think of Jane? — initiating Default Ex
Tom(1): Which Jane?

] Support Ex
Mary(2): Jane Smith.
Tom(2): Jane Smith?

] Support Ex
Mary(3): Yes, our new co—worker!
Tom(3): Our new co—worker? — initiating Support Ex
Mary(4): Forget it. — initiating Delete Ex

Figure 3.11.: Cancellation of grounding effort with a Del&xchange

Relation Purpose for Grounding Purpose for Tasks Post-operation
after grounding
Default no assisting function for the grounding initiate a task wait for next utterance
of the Mother Exchange
Support facilitate the grounding of Mother Exchange | contribute to the retry to ground
by providing more information task execution the Mother Exchange.
Correct facilitate the grounding of Mother Exchange | contribute to the retry to ground
by correcting it. task execution the Mother Exchange.
Delete cancel the joint grounding effort for delete a task give up grounding
members of the Exchange Family. of the Exchange Family.

Table 3.1.: Grounding relations

not ground Mary(1) although he has initiated three SupprchBnges to assist this grounding
process. In Mary(4), Mary initiated a Delete Exchange whoh only attempts to delete its
immediate Mother Exchange, but also all the other Suppoch&mrges until the initial Default

Exchange in which Mary introduced the question into theatjaMary(1). As can be seen, if a
Delete Exchange is grounded, no effort will be made to grounathbers of its Exchange Family.

Note, Grounding relations are established when an Exchianigéiated which means that it is
determinedbeforean Acceptance is available. Therefore, to some degree,ctreype viewed
as an attribute of Presentation and, thus, only affectsriiation of a task: A Default Ex-
change initiates a domain task, Support and Correct Ex@saimitiate (often) conversational
tasks (contributing to the execution of the domain task) Ralkte Exchanges attempt to cancel
the task.Whether these tasks can be executed depends orailability of the corresponding
Acceptance. (For a summary of the grounding relations, abeB.1).

As stated earlier in this section, grounding relations desavhether and how a given Exchange
assists the grounding process of its Mother Exchange. Twwoitant issues have been left out
in the general description here, namehge issue of Exchange initiatore., who of the dialog

participants initiates the Exchange, ahé issue of timing.e., whether an Exchange is created
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beforeor afterthe responder’s reply. Taking into account these two isgwegrounding relations
proposed here are able to model a large number of repair lmebanw dialog, as will be shown
in the section 3.3.2. For now, it is more important to look avtdialog participants make their
decisions as to whether an Exchange is grounded or not betteese decisions affect the choice
of the grounding relation of the next Exchange.

Grounding criteria

The determination of how various factors affect dialog iggrants’ choice of their grounding
criteria is not trivial. As Traum points out [Tra99], thereegwo central questions: how much
grounding is enough for the current purpose and how impbisahthat the grounding reaches
that level. Although different scales have been propos@dfs, ANA92], it is still a challeng-
ing question. For the purpose of the current work, this pobis side-stepped and a simple set
of criteria, similar as proposed by Cahn and Brennan, is tadop

As Brennan [BH95] suggests, “understanding” (which meamairgding) occurs on different
levels of communication. She identifies seven states fosladaented spoken dialog system:
not attending, attending, hearing, parsing, interpretinggnding, acting and reporting. These
states are proposed to imitate cognitive processes thahaked when a human responder
generates a reply. Similarly, in the MMPDA model, for the pose of establishing parameters
that determine grounding criteria, three broad categmfesognitive activities are identified
according to their different requirements on knowledge:

¢ language understandind his category includes cognitive activities that involveyuistic
interpretation of what the initiator said, which is rouglgguivalent to parsing and inter-
preting in Brennan’s categorization. The knowledge rexguiior this analysis is mainly
linguistic knowledge and the analysis can succeed or fail.

e concept understandindf the linguistic interpretation succeeds, it has to béffar mapped
to appropriate cognitive concepts of the responder in tlevaat domain, e.g., mapping
the word “cup” to the concept of a bowl-shaped drinking vesBeennan’s state of “in-
tending” is a similar term. This mapping requires a generadleh of the domain and can
be successful or unsuccessful.

e decision making Making the decision as to what a reply should be generatethdds
detailed domain knowledge on what is possitiggnt nowand is affected by emotion and
situation. As proposed by Cahn [Cah92], the decision of by ign be either conditionally
relevant or irrelevant (compare to section 3.1.3 on page 37)

This categorization only serves as orientation and therg beaintersections between them.
Nevertheless, it provides a handy criteria catalog for gding: If the language of the initiator
can be successfully understood, the appropriate cognitivieept can be successfully identified
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and a conditionally relevant reply can be generated, thercaohange can be grounded by the
responder Otherwise, it can be predicted that the responder willatéta new Exchange with
appropriate grounding relations to assist or cancel thisirguling process. In comparison to
Cahn and Brennan'’s criteria, the issue of cognitive conseqtided here because of its practical
relevance for learning scenarios of a robot, as will be dised in chapter 4. These criteria
are only guidelines for the determination of groundednesktheir interpretation is subject to
domain and applications, e.g., whether the language wihichld be understood includes body
language, when is a reply conditionally relevant, and so on.

It is important to keep in mind that these criteria only addraow theresponderdetermines
whether she can ground the Exchange initiated by the iaitiafthese criteria can not predict
whether the initiator really views the responder’s replyaagualified Acceptance. The reason
for this discrepancy is the (possibly) different groundorgeria that are hold by the initiator
and the responder. This difference can result from thefediht domain knowledge, personal
preferences and so on. Thus, the whole picture of how an Exgehs grounded involves that
the responder feels being competent in generating a replyntieets her personal grounding
criteria and the initiator also concludes that it actually also meetsdreunding criteria.The
groundedness of a proposition is thus subject to assessineotihdialog participants and when
either of them has a problem, it can be predicted, she wilbitei a new Exchange of appropriate
grounding relations.

Types of Acceptance

As discussed in section 3.1.1, Clark identifies five types afeptance and they are of different
strengths (page 32). As discussed in last section, thigaaration is problematic especially in
combination with his strength of evidence principle (alse fTra96] and [TD98]). To solve this
problem, the classification of Acceptance types in the MMRD&del is done on the meta level:
classification based atme target of the responder’s replyAnalysis of dialog examples reveals
that, if the Presentation of a given Exchartgg contains the propositioR,,, the Acceptance of
Ex, can addresB,, itself, a new proposition, say,,. 1, or nothing specific:

e P,: Thereply of the responder directly addresBgand conveys a certain domain relevant
intention, e.g., ifP, is a question, answering it can convey the responder’s tiotemo
inform the initiator of her opinion; or iP, is an instruction, confirming it expresses the
responder’s agreement with or commitment to the instracfitis is the most direct way
to ground an Exchange and it is call&gbe B, (see Fig. 3.12 (a));

e P, i: Thereply of the responder introduces a rdmaintask into the dialog which initi-
ates a neviDefaultExchangeEx, . 3. The new Default Exchanges are roughly equivalent
to Clark’s “initiation of the relevant next turn” and haveetspecial structural effect that

3Such Exchanges should not be confused with those thatténitian-Default Exchanges, e.g., clarification ques-
tions that initiate new Support Exchanges, are not vieweicasptance.
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Ex, is grounded although the position of its Acceptance is nbbgeupied (see Fig. 3.12
(b)). This type of Acceptance is calldgpe B, ;. The identification of such an Acceptance
is sometimes not straightforward because the choice ofrthenging relation betweex,
andEx,.; depends on the individual interpretation of the owner ofdiseourse model.
For example, if the initiator oEx, expects to get an Acceptance of TyBg while the
responder proposes a new taslei, ., ;, then for the initiator, th&x, . ; can be interpreted
as a Delete Exchange instead of a Default one.

e 0. The reply of the responder does not directly address amythnd the existence of
this reply is merely to keep the dialog going on (compare tarkX Acceptance type
1, continued attention). This implicit way of groundingeritinvolves behaviors whose
propositional meaning can not be easily identified as to hoeomtributes to the task
execution, e.g., continued attention. Such AcceptanceTgmed (see Fig. 3.12 (¢));

Acc
EXn+:L i .
Pre| Should we do it again?
Default
Acc| Yes. Acc Acc| (continued attention)
Ex, Ex, Ex,
Pre| Do you have a pen? Pre| It was really much fun. Pre| Once upon atime...

@) (b) (©

Figure 3.12.: Acceptance types: (a) Tyipg (b) TypeP, .1, (c) Typed (The red-lined part of
each Exchange grounds the Exchange)

It is not a trivial task to determine which type of Acceptams@ppropriate to use in a certain
situation. However, it can be reasonable to assume that trercertain correlations between
grounding relations and the types of Acceptance that anginesty For example, the existence
of a Support or Correct Exchange always indicates some dgingmroblems during the dialog
which may require a more explicite type of Acceptance likgetyp, rather than type P.;. In
case of a Delete Exchange, it is likely that the dialog pgudicts ground it directly by proposing
a new task since the Exchange initiator intends to deleteitigeounded current issue anyway.
The MMPDA model simplifies these correlations with two asptions:

1. The Acceptance of a Support or Correct Exchange is neuwgpefR, ., and
2. A Default Exchange immediately after a Delete Exchanggeiwed as the Acceptance of

the Delete Exchange (typg R).

This classification of Acceptance types has the advantagé gtays on the meta level of a dialog
and avoids a general statement as to how they can be reaigedn what linguistic structure or
in which modalities (as in Clark’s proposal). It is importémdifferentiate this because it enables
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a clear description of the causal relationship between tteeptance types and their effects in
the discourse model without over-simplifying dialog belbas in general. For the purpose of
implementation, it also allows more flexibility as to thelization of Acceptance.

So far, the most important notions of the new model have bessised, but one is still left out:
the issue of multi-modality. Empirical studies show that+werbal behaviors play an active role
in the grounding process. For example, Dillenbourg et all $86] found out that grounding is
not bound inside one modality and information presentedmoédality can be grounded by an act
in another one. Nakano et al. [NRSCO03] state that non-vdmbladviors are used as grounding
cues and can sometimes fulfill the grounding function withowolving verbal behaviors. In the
MMPDA model so far, Presentation and Acceptance only rgmtedialog acts and do not seem
to be able to account for such behaviors. The following sediddresses this issue and proposes
an extension of the concept.

3.2.2. The issue of multi-modality

This section first analyzes the existing multi-modality rakixg approaches for embodied inter-
action and argues that it is beneficial to extend the condegtoninding to account for multi-
modality. Then, two extensions are presented in detaileniitg the specification of common
ground and modeling the most basic unit of an embodied ictierawith Interaction Unit.

Motivation

As mentioned in the section 2.2.2, Cassell [Cas00] tacklesssue of multi-modality in the con-
text of embodied interaction by grouping information inxed into categories and handle them
separately. Cassell differentiates between interadtiand propositional information. In her
generic architecture for conversational virtual agengg§19), these two types of information
are processed by two different system modules. The firstotieinteractional processothat
mainly processes non-verbal contributions of the padicip that change the “meta-state” of the
interaction, e.g., who has the turn and whether the turnspesuded. The second module is the
propositional processoand it analyses verbal contributions that mainly conteliotthe propo-
sitional discourse. However, it is not always easy to makear distinction between information
types and one single interaction contribution often haset@amalyzed in terms of its relevance
as several types. For example, the devision of tasks betiwtsractional and propositional pro-
cessors may fail to handle situations where the verbal amdvedoal contribution co-carry a
propositional meaning, e.g., if the user says “Showthatroom.” and points to it with a deictic
gesture. To avoid this problem the system has to analyzereativerbal contribution in terms
of whether it changes the interactional state or it contabtio a proposition, which is not always
easy.

Rather than addressimtjfferentfunctions of contributions in an embodied conversatioait
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be beneficial to address th@ommonfunction instead. And this is thevocative functiorof
behaviors involved in an interaction. Most human behaviorglved in an embodied interaction,
whether they contribute to the regulation of the commuiocaitself or to the propositional
discourse, have an evocative function. This metrese behaviors place an obligation on other
interaction partners to readAll01, ANA92]. For example, if a responder Mary raises a than
indicating that she wants to speak, then the initiator Tothwsually stop speaking and release
the turn. Here, the interactional information of raisingeati, as defined by Cassell, is generated
by Mary and it has the function that Tom reacts to it by relegghe turn. Similarly, if Jane
asks a question, her dialog partner Jack will usually replif br at least indicate his hearing.
Here, Jane generates some propositional information wiashhe function that Jack addresses
it properly. Whenever the evocative function of these badrawcan not be realized, e.g., in the
above examples, if Tom does not release the turn or Jack dmemnswer the question, then
the initiator of these behaviors will probably perform atbehaviors so that these functions can
be fulfilled. For example, in case of the over-active ingratom, Mary could generate some
stronger contributions such as waving hands to attract mteation from him. In case of the
silent responder Jack, Jane can initiate a question “Ardigtening to me?” Dialog participants
do this probably because they feel that their interacti@mgbropositional information is not
perceived or understood.

As can be seen, information that is exchanged between dpdiripants in a multi-modal
embodied interaction can contribute to either the regutedif the communication itself (interac-
tional information) or to the propositional discourse (positional information). In either case,
the evocative function of the information can only be fudfillwhen the information can be mutu-
ally perceived and understood. This similarity betweegrattional and propositional informa-
tion exchange suggests ttmgrounding model is able to account for both types of infdram
exchange The advantage of doing so is that it is no more necessanassity contributions of
dialog participants into different types, which is oftentaltenging task as discussed above. A
multi-modal grounding model thus would cover many aspetentbodied interaction and, in
the meantime, provide a sophisticated discourse manageneamanism. For this purpose, the
MMPDA model is extended in two ways: (1) extending the dafmitof “common ground” and
(2) modeling dialog contributions as Interaction Units.

Extension (I): common ground

Common ground originally refers to mutual knowledge andgfethat dialog participants share
based on what has been said during the dialog (see sectipnA3 I'raum states, the issues of
contact and attention are distinguishing features of eneobidteraction. So the first that needs
to be added in the original definition of common ground is te&llishment of the physical
possibility of communication, e.g., the (potential) diglgarticipants have visual or audio access
to each another and both have the motivation to talk. At tfaiges(the contact layer in Traum’s
model), what they mentally share is their awareness of tlysipal possibility of contact and
their willingness to interact. The establishment of thigeyf common ground is often signaled
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by non-verbal interactional contributions of dialog pagants, e.g., one walks into the vicinity

of the other. After these pre-conditions are fulfilled, tlenenunication channel is established.
Then, during the interaction, what the participants shawtbeir mutual understanding as to the
interactional and propositional contributions of dialagtcipants, which can be multi-modal.

As a summary, the definition of common ground is extended to:

The common ground involved in an embodied interaction istwliiedog participants
mentally share and is exhibited by their multi-modal bebesii It includes (1) their
awareness of the physical possibility of contact and thdingness to interact and
(2) their mutual understanding of the interactional angpsitional information that
is exchanged during the interaction.

The extended definition of common ground implies that digdagicipants can not only pro-
vide Acceptance to what has been said propositionally, Isat @ other parts of the common
ground. Taking the previous example, if Mary raises a hane generates a Presentation which
is intended to establish the common ground with Tom thatuheis requested. If Tom releases
the turn to Mary, he signals his Acceptance for Mary’s Prestéon and the common ground
is established. However, if Tom does not release the turmloes not provide Acceptance for
the Presentation and Mary will probably initiate new Supgorchanges to help Tom ground
her Presentation. This process is parallel to the case wlare asks a question (creation of
a Presentation) with the intention to establish the commonmd concerning the question. If
Jack replies in a satisfying way (Acceptance is availalthe)jnitiator Jane will take the common
ground as established and no more effort needs to be maderoarg this question. However,
if Jack does not reply or his answer is not satisfying, Jarkimiiate new Support Exchanges
to facilitate Jack’s grounding process.

Including the awareness of the physical possibility of camioation into the definition of com-
mon ground means an extension of the grounding criterialwviere specified in section 3.2.1
on page 45. This means, whether a dialog participant candedcceptance or not does not
only depend on her ability to understand the language, tatifigethe cognitive concept, and to
provide a conditionally relevant reply, but also depend$ienability toperceivethe Presenta-
tion.

Extension (11): Interaction Unit

In previous discussions, the most basic units of a dialog een identified as dialog act level
actions and an Exchange is a pair of such actions. To accountdlti-modality, the structure
of dialog act is extended to model the cognitive processmjuage generation in a simplified
way: as Interaction Units (IUs). In the following, the stiue of such an IU and the process of
generating it are discussed in detail.

The overall structure: An IU is a two-layered structure consisting oMtivation Layerand a
Behavior Layel(Fig. 3.13). On the Motivation Layer (MLayer), a motivatisconceived which
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— Behavior Layer —

verbal non-verbal
generator generator

— Motivation Layer —

Figure 3.13.: The structure of an Interaction Unit (1U)

drives the generation of some behaviors on the BehaviorrL@leayer). Note, a motivation
can beintentionalor unintentional For example, if Mary looks sad and Tom asks her “Are
you OK?”, then Mary’s sadness is also a dialog-related ratitwm. Of course, Mary may not
intend to communicate her sadness originally, but the adiadbg between Mary and Tom is
already established. Thus in this case, Mary’s sadnessdvedwed as a communication-related
motivation. This is similar at the stage of creating a prekton for interaction: if Mary sits in
the classroom and Tom walks into it so that Mary and Tom hasealiaccess to each other, then
the precondition of interaction is established, althouglmTay not walk into the room on the
purpose of interacting with Mary, originafly During a dialog, dialog participants’ intentional
and unintentional motivations are manifested by behavimsare generated on the BLayer.

The generators: A verbal and a non-verbal generator are located on the BLaykey are
responsible for generating spoken language and various@&dyal behaviors according to the
motivation conceived, respectively. The two generatorsatmeed to be instantiated at the same
time, instead, it depends on the decision that is made onlthgd® as to what modality should
be used to demonstrate the current motivation. This is tpasdijalog participant may express
her motivations using one or more modalities. For examplaeé smiles upon the Presentation
of her dialog partner, her non-verbal generator on the Btayéer IU is instantiated while
the verbal generator is not. However, if she smiles and saygething at the same time, then
both generators on the BLayer are instantiated. Note, faéarship between the two genera-
tors represent the relationship between verbal and ndmalreonversational behaviors which is
variable. Scherer and Wallbott [SW79] state that non-Vdobhaviors carsubstitute amplify,
contradictand modifythe meaning of a verbal message. Iverson et al. [ICLC99] hatiexl
human gestures and identified three types of informatiaiationship between speech and ges-
ture: reinforcement (gesture reinforces the message gedve speech, e.g., emphatic gesture),
disambiguation (gesture serves as the precise referené apieech, e.g., deictic gesture accom-
panying the utterance “this cup”), and adding-informafieny., saying “The ball is so big.” and
shaping the size with hands). The specification of theséi@akhips and the conditions for their
existence are beyond the scope of this work. As will be shawthé next chapter, the focus of
the implementation are the disambiguation (page 94) andrti@ifying functions (page 105).

“Note, the fulfillment of the precondition of an interactiones$ not mean that the interaction is going to start in
any case. In other words, one can only speak of “preconditioan interaction” if an interaction actually takes
place.
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verbal non-verbal
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Figure 3.14.: Creating an IU based on self-motivation. Basethe modality selection result of
BLayer either verbal, non-verbal or both generators camstntiated.

The generation of IlUs: During a dialog, a dialog participant either initiates an@mt or replies
to accounts of her dialog partner. The contribution of aatjgbarticipant can thus beelf-
motivatedor other-motivatedin case of self-motivated contributions, a dialog papicit creates
an IU by conceiving a motivation on her MLayer. This motieatis then transfered to the BLayer
and the BLayer decides which modality (or modalities) stidaé selected to demonstrate this
motivatior?. Based on this decision, either verbal, non-verbal or betiegators are activated to
construct a verbal message or a non-verbal signal or botis. praocess is illustrated as a UML
sequence diagram in Fig. 3.14. In case of other-motivatetribotions, the responder has to
first analyze the IU that has been created by the initiatarreejenerating her own IU. The goal
is to understand the motivation of the initiator. In the laage of IUs this is to say that the
responder has to analyze the behaviors generated by theal(aerd/or non-verbal generators on
the) BLayer of that IU to find out the content of the initiaoMLayer. The result of this attempt
for understanding will be compared to the responder’s peisgrounding criteri& This means,

if the responder (1) succeeds in figuring out the content efMiLayer of the initiator’s 1U,
(2) can associate this motivation with some of her cognitiwecepts, and (3) feels competent
in conceiving a conditionally relevant motivation as a yeghen the responder will provide
Acceptance for the initiator’'s IU by generating a new IU. Thsponder does this in the same
way as depicted in Fig. 3.14. If one of the three criteria aatrbe fulfilled, it can be predicted, the
responder will create a new Presentation which initiatesExechanges of appropriate grounding
relations.

Recall the description of grounding units in section 3.2age 41), a grounding unit in the
MMPDA model is an Exchange consisting of two dialog act leagtions and a dialog act is a
smaller unit than a turn. Similarly, as a multi-modal reprgation of a dialog act level action,
an IU also only represents a “sub-turn” action. In the disdggmple in Fig. 3.15, Tom'’s reply
consists of two IUs: The first one is based on the motivatiomfoirming Mary of his decision
and is manifested by the non-verbal behavior of shaking h&ad second one is based on his
motivation of providing further information about the dgioin and this motivation is conveyed
by an utterance.

5The determination of criteria for modality selection is anpex issue and is not addressed in the MMPDA model.
6given that the responder has already successfully pect#iesnitiator’s contribution
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Mary: Will you join us?
Tom: (shakes head) have a meeting this afternoon.

Figure 3.15.: A dialog example

The structure of IU may appear trivial to some readers becausoks quite intuitive. In fact,
even Clark already mentioned that evidence for groundimgbsamulti-modal. In the Mission
Rehearsal Exercise project (page 21), Traum also usesl @rdaverbal evidence to perform
grounding acts. But in few of existing discourse models,thati-modality of interaction con-
tributions isexplicitly represented As discussed in section 2.2.2 on page 18, researchers of
the two strands of multi-modal dialog modeling focus oneatiint aspects of such an dialog.
For researchers who are interested in the modeling of oelstiip between individual interaction
contributions, the representation of the discourse isnafitet that important, while for the re-
searchers who are rather interested in the modeling of tre eliscourse, the issue of modality
realization is not essential, either. However, to realimenn-like communication capabilities
for virtual agents and robots, both aspects are crucial hadlg be studied in a unified manner.
The structure of IU is proposed to bridge the gap betweentthads with an explicit represen-
tation of the modality realization process in the discounselel. This structure has the potential
to systematically represent modality selection and mamagé processes during an interaction
(compare to section 3.3.3).

Now, it is time to clarify how these quite local IUs are couplato Exchanges, how the Ex-
changes are connected via grounding relations and how treyge the discourse state during
an interaction. The next section addresses these issues.

3.2.3. The whole picture

Two main issues are addressed in this sectivihat is the overall structure of a discouraad
How do 1Us of dialog participants operate in this structufe short answer of the first question
is that the discourse of an on-going dialog is representedsaack with Exchanges (consisting
of IUs) as stack elements. The answer of the second questitiati this stack operates based
on the principle of a push-down automaton. In the discusb&aw, 1Us that play the role of
Presentation and Acceptance in an Exchange are direcliygdc¢8resentation” and “Acceptance”
respectively, while “1U” itself will refer to the contribudns of dialog participants in general.
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54 3.2. The MMPDA model

A push-down automaton ’

Dialog participants contribute to a dialog by generating tbiat initiate or ground an Exchange.
These Exchanges can be organized stack which represents issues of the on-going dialog that
need to be groundeduring a dialog one participant proposes an IU for the otbharonsider
and this process can be modeled as her creating an IU anchgushborresponding ungrounded
Exchange onto the stack. When the dialog partner providesmkfigd Acceptance for this Ex-
change, both dialog participants can assume that the corgnooind concerning this Exchange
is established and they do not need to consider it anymoiis.pfbcess is roughly equivalent to
popping this Exchange from the stack. So far, it looks quideigible to model the structure of
the discourse as a stack.

Two things have to be clarified concerning this structuresthi, as Cahn and Brennan empha-
size, this structure only represents the viewoédialog participant, namely that of tligscourse
holder. All the operations on the stack are thus carried out by heedb@n her own grounding
criteria. Secondly, the overall structure is grounded wiherfirst Exchange that is pushed onto
the stack is grounded, i.e., when the stack is empty. Sindexahange consists of IUs, which
represent fairly small meaning units, the stack can be edgveral times even during a short
dialog.

As to the question of how such a stack operates, it can be dexsmd into the following four
sub-questions:

e What is the stack alphabet, i.e., what symbols can be pusitedioe stack?
e What is the input alphabet, i.e., what input signals carodiglarticipants generate?
e What states can the stack be in?

e What are the possible state transitions in this stack?

In the discussion below, the set of stack alphabet is derastéd the set of input alphabet a3
the set of states &3 and the set of state transitions is denoted.as

Stack alphabet: A stack containsingroundedexchanges. The most important attribute of
an Exchange is its grounding relation because it justifiesetiistence of an Exchange. Thus,
the stack alphabet includes Exchanges with four differgoés of such relations and they are
abbreviated t®efaultEx SupportExCorrectExandDeleteExbelow. The stack can, of course,
sometimes contain no Exchange at all, which indicates thihimg is left for grounding between
the dialog participants. is used for this situation. The set of the stack alphabetus:th

® = {DefaultEx, SupportEx, CorrectEx, Deleteffx

"This automaton is an optimized version to that proposed\W$D6].
8¢ is not included in® because it is a part of the definition of state transition,teedormal specification of state
transitions on page 56
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Input alphabet:  What kind of IlUs can be generated by the dialog participanhdwa dialog?
First of all, they can generate Acceptance for an Exchangeoteéd a€x,. As discussed in
section 3.2.1 on page 46, there can be three types of Acaaptdn contrast to Type,Pand

6, which occupy the position of the Acceptancek,, type B,.; Acceptance results in a new
Default Exchange, salx, ., and thus directly modifies the structure of the stack. Tioeee

it makes sense to distinguish between these two cases andthaen as two different input
types:Acg, » andAcg,,. Additionally to input type of Acceptance, dialog partiaigts can also
generate Presentation, which initiates a new Exchangke lieéw Exchange is Ex; and it has
grounding relation Default, then such an input is abbredatsDefaultPre Dialog participants
can equally generate a Presentation to complement infamebntained irEx,, to correct it
or to delete the joint effort to grounlx,. This means that alsBupportPre CorrectPreand
DeletePreare possible input signals. Furthermore, dialog partitipaan also generate 1Us that
can not be categorized into one of the above categories.ig bpecially the case if the dialog
partner of the discourse holder tries to provide Acceptabaethe discourse holder views it as
being unqualified. Such an input signal is callddqualified As a summary, the set of stack
alphabet is:

¥, = {DefaultPre, SupportPre, CorrectPre, DeletePre,,Ac8cc, 1, Unqualified

Note, if an Exchange should be pushed given an input signgbef Presentation, then a causal
relationship exists between the type of the Presentatidrtantype of the Exchange that should
be pushed: itPre is created, therEx will be pushed, e.g., if a DefaultPre is created, then a
DefaultEx should be pushed.

States: To determine the states of the stack, it is necessary to bitairoa rough idea of how

it works. A stack can contain some elements of the stack bithar be empty. The state of
being empty is called state When the discourse holder contributes a initial Defa@liRto the
dialog, a DefaultEx Exis pushed onto the stack and her dialog partner is expectpbtade
Acceptance for this top Exchange. Now the stack is in theesihwaiting an Acc which is
the state AA (awaiting Acceptance). If the dialog partneates an Acgy, which is an input
that satisfies the discourse holder’s grounding criterg (3age 45), then Exs popped and
the stack returns to the state E. However, if the dialog pargnot able to create a qualified
Acceptance she creates a SupportPre to facilitate the dmogiprocess for Ex Thereupon, a
SupportEx Ex,, is pushed onto the stack and the discourse holder is now &g provide
Acceptance. Here, the stack is awaiting multiple Accepammmne for Ex.; and one for Ex.
This state is called AMA (awaiting multiple Acceptance).thke discourse holder successfully
grounds the current top Exchange,Ex then this Exchange is popped from the stack which
then returns to the state AA. Now the dialog partner triesrtugd the Ex with the freshly
collected information through EXx;. If she succeeds, she pops it so that the stack returns to the
E state again. As can be seen, the discourse stack can be af theethree states: E, AA and
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AMA.® When it is in state E, there are no symbols on the stack whidmsthat nothing is left
for grounding between the dialog participants. It is readd@to assume that dialog participants
strive to arrive at this state during a dialog. When the stawokstate AA it awaits the Acceptance
for the only Exchange on the stack, and after this one is gledthe stack will return to the state
E. When the stack is in state AMA, it not only awaits Acceptafar the top Exchange, but also
Acceptance for Exchanges below. Depending on how many Exgesaare left on the stack, its
following state can be both AA and AMA. As a summary, the sedtatk states is:

Q={E, AA, AMA }

state transitions: State transitions specify the next stack state given art signal, a stack
symbol and the current state. According to conventions eanieg push-down automaton defi-
nition [Sip97], such transitions should be in form of:

Qx EU{e}) x 2) — (Qx 2
In the following discussion, the Exchanges involved areotie as:

e EX,,: the current top Exchange of the stack;
® EX;opramily: the Exchange Family of Ex,;
e EXx;,+1: the Exchange that should be pushed onto the stack;

e EXx,,_1: the Exchange on the stack that is below,Ex

Note, in some notations of push-down automaton transit@p®p operation results inceing
shown as the resulting top element on the stack. For exarmplesitiond(qy, b, A) — (g,

€) means: Given the state of @nd the top element of A, when the input signal is b, then the
stack will transit to state,gand A will be popped. In the following, however, pop operaso
will be denotedusing the stack element that becomes the top element ofatieadter the pop
operation For examplep(qo, b, A) — (g;, B) means that given the state of and the top
element of A, when the input signal is b, then the stack walhgit to state g A will be popped
and the top element on the stack after this operation is Bchwivas the element right below A
on the stack. In the specification of transitions below, Bgesented as Ex_; in general. This
notation is clearer especially when being used to desciddeglin practice (see hand-modeled
dialog excerpts on page 66 and page 67).

°lt makes sense to differentiate between the state AA and ABtabse it reflects the difference between individual
Exchanges and Exchange Families. If there is only one Exgghkefit on the stack, the stack state will always be
AA. However, if it is an Exchange Family left, the state carblo¢h AA and AMA, which depends on the next
Exchange to be pushed onto the stack.
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1 0(E, DefaultPre, €) — (AA, DefaultEx)
2 (a)| 4(E, SupportPre, ¢) — (E, ¢)

(b)| 6(E, CorrectPre, €) — (E, €)

(c)| (E, DeletePre, €) — (E, ¢€)

(d)| o(E, Accy 9, €) — (E, €)

(e)| o(E, AA, AcCpt1, €) — (E, €)

Table 3.2.: State transitions 1 and 2

Before one of the dialog participants generates an IU at ¢éiggnbing of the dialog the state of

the stack is E, meaning that there is nothing to be groundethid state, only a DefaultPre can

be possibly generated by dialog participants and thus oflgfaultEx can be pushed onto the
stack. The reason for this exclusivity is that DefaultPrgates a new topic which can exist on its

own, while any other input types require at least one prexgHxchange on the stack. Once the
DefaultEx is pushed, the stack transits to the state AA asnbiv awaiting a single Acceptance
(transition 1 in Table. 3.2). For the sake of completendsstransition for other input types is

also specified as transition 2.

In the state AA, the dialog participants can generate angsyy IlUs. For example, if the first
DefaultEx is pushed onto the stack by the stack holder, say,Mar dialog partner, say Tom, can
generate a SupportPre in case he can not understand MarfgslBx and a second Exchange
SupportEx is then pushed onto the stack (transition 3(babiel3.3). This is the case of second-
turn other-repair. It is also possible that Tom generate&an, , for the existing DefaultEx so
that it is popped and the state of the stack returns to E {tramg(a) in Table 3.3f. In case that
Tom generates an Agg,, which means that Tom accepts Mary’s DefaultEx by addrgssimew
topic, a new DefaultEx is pushed onto the stack immediatiéy the Mary’s initial DefaultEx
is popped out of the stack (transition 5 in Table. 3.3). Nogrons are specified here for the
case when the E, is a SupportEx or a CorrectEx because of the first assumgtairhtis been
discussed in the context of Acceptance types in sectiod §page 47):The Acceptance of a
Support or Correct Exchange is never of typa P

Note, in state AA, the initiator of the DefaultEx Mary can@lgenerate other Exchanges before
her first Exchange is grounded by Tom. This is the case if shigibates multiple IUs in one turn
by pushing more than one DefaultEx or carries out first-tepair by further pushing SupportEx
or CorrectEx onto the stack. In this situation, Tom can askltbe multiple Exchanges either
all at once or one after another so that transition 6 needs tdded (Table 3.4). Here, after a
DefaultEx, SupportEx or CorrectEx is pushed, the state mesria AA. After these Exchanges
are grounded, the state transits to E (see transition 4 ir3F3g)

In state AMA in which the stack is awaiting multiple Acceptan either dialog participant can
initiate further DefaultPre and thus push further Defaxlthto the stack. The resulting stack

OFor transition 4(b) and 4(c), compare to transition 6(b) & on the following page

Bielefeld University



58 3.2. The MMPDA model

3 (a)| J(AA, DefaultPre, DefaultEx) — (AMA, DefaultEx)
(b)| 6(AA, SupportPre, DefaultEx) — (AMA, SupportEx)
(c)| 6(AA, CorrectPre, DefaultEx) — (AMA, CorrectEx)
(d)| 6(AA, DeletePre, DefaultEx) — (AMA, DeleteEx)

4 (a)| d(AA, Acc,, g, DefaultEx) — (E, ¢)

(b) | 0(AA, Acc,, g, SupportEx) — (E, ¢€)

(c)| o(AA, Acc,, ¢, CorrectEx) — (E, €)
5 0(AA, Acc,, 11, DefaultEx) — (AA, DefaultEx)
POP(ExX;op) and push(Ex;op-1)

Table 3.3.: State transitions 3, 4 and 5

6 (a)| 6(AA, DefaultPre, DefaultEx) — (AA, DefaultEx)
(b)| 6(AA, SupportPre, DefaultEx) — (AA, SupportEx)
(c) | 6(AA, CorrectPre, DefaultEx) — (AA, CorrectEx)

Table 3.4.: State transition 6

states depend largely on the currenton the stack. In case it is another DefaultEx, the
incoming DefaultEx will be simply pushed onto the stackr{gi@ion 7 in Table 3.5). If the current
EX.,p IS @ SupportEx or CorrectEX, it is helpful to adopt the firsiiamption of Acceptance types:
The Acceptance of a Support or Correct Exchange is nevepefRy,; (page 47). This means
that the incoming DefaultEx is definitivelyot the Acceptance for the top Support or Correct
Exchange and, rather, it initiates a new topic just for ithiaeason. In a real dialog, this would
mean, e.g., that one ignores the repair effort of her diabigner and proposes something else
into the dialog, instead. It is, therefore, reasonable soiiae that such a DefaultPre essentially
results in pushing ®eleteExonto the stack (transition 8 in Table 3.5). The reason why the
resulting state in transition 8 can be both AA and AMA lieshie hature of the grounding relation
Delete. Recall that a grounded Delete Exchange will remdvli@ members of its Exchange
Family. This means, if all the remaining Exchanges on thekdt@long to the Exchange Family
of Ex;,,,, then once the top DeleteEx is grounded, there will be nardkehanges to be grounded
at all (state AA). However, additionally to the Exchange gnthere can be other Exchanges,
most possibly DefaultEx. This occurs when a dialog paréioipushes more than one DefaultEx
onto the stack but only one of them is to be deleted. In this,dh® resulting state of the stack
is AMA. The difference between these two cases is illustraid-ig. 3.16.

If the current Ex,, is a DeleteEx and a DefaultPre is to be pushed, the seconthpsseun in
section 3.2.1 is adopted Default Exchange immediately after a Delete Exchangeeiset as
the Acceptance of the Delete Exchange (type;? Taking into account this assumption, the
input of DefaultPre grounds the top DeleteEx and its Exclbdramily is popped before a new
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7 0(AMA, DefaultPre, DefaultEx) — (AMA, DefaultEx)

8 (a)| J(AMA, DefaultPre, SupporteEx) — (AA, DeleteEx)
(b)| 6(AMA, DefaultPre, CorrecteEx) — (AA, DeleteEx)
(c) | 6(AMA, DefaultPre, SupporteEx) — (AMA, DeleteEx)
(d)| 6(AMA, DefaultPre, CorrecteEx) — (AMA, DeleteEXx)

9 (a)| J(AMA, DefaultPre, DeleteEx) — (AA, DefaultEx)

pop(EXtopfamily)' pUSh(EXtoerl)
(b) | 6(AMA, DefaultPre, DeleteEx) — (AMA, DefaultEx)

POP(EXiop famity), PUSN(EXtopt1)

Table 3.5.: State transitions 7, 8 and 9

Acc|
Exa
Pre
>
IS Delete
<
Ex Acc| i Acd
Pre S Ex
> % Pre
% Delete é Support
L Acc| L
0 Ex Acc|
2 Pre Exe
g Pre
u% SUgpeit Default
Acc| A
Exu Ext CC
P Pre
@ (b)

Figure 3.16.: Two cases of transition 8 (see Table 3.5) (&) skack only contains the Exchange
Family of the Ex,,. Before it is grounded, the stack is in state AA. (b) The stack
contains more than the Exchange Family of the ExBefore the E, is grounded,
the stack is in state AMA.
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60 3.2. The MMPDA model

10 (a) | 6(AMA, SupportPre, anyEx) — (AMA, SupportEx)
(b) | 6(AMA, CorrectPre, anyEx) — (AMA, CorrectEx)
11 (a) | 6(AMA, DeletePre, anyEx) — (AA, DeleteEx)
(b)| 6(AMA, DeletePre, anyEx) — (AMA, DeleteEx)

Table 3.6.: State transitions 10 and AhyEx= a member ofb)

12 (a) | (AMA, Acc,, ¢, DefaultEx) — (AMA, EX¢op—1)
(b) | 6(AMA, Acc,, 5, SupportEx) — (AMA, EX¢op—1)
(c) | 6(AMA, Acc,, 9, CorrectEx) — (AMA, EX¢op—1)
(d)| 6(AMA, Acc,, o, DefaultEx) — (AA, EX¢op—1)

()| 6(AMA, Acc,, 9, SUppOrtEx) — (AA, EX¢op—1)
(H) | 6(AMA, Acc,, 9, CorrectEx) — (AA, EXiop—1)

13 (a) | (AMA, Acc,, ¢, DeleteEx) — (AMA, EX¢op—1)

(b) | 6(AMA, Acc,, o, DeleteEx) — (AA, EXtop—1)
(c)| 6(AMA, Acc,, ¢, DeleteEx) — (E, ¢)
14 0(AMA, Acc,, 1, DefaultEx) — (AMA, DefaultEx)

15 (a) | 6(AMA, Acc,, 11, DeleteEx) — (AMA, DefaultEx)
(b) | 6(AMA, Acc,, 1, DeleteEx) — (AA, DefaultEx)

Table 3.7.: State transitions 12, 13, 14 and 15

DefaultEx is pushed (transition 9 in Table 3.5). Similarmasase of transition 8, if there were
no other Exchanges on the stack than the popped Exchangé/FRdwen the stack will return to
state AA; Otherwise, its state will be AMA.

If either dialog participant creates a SupportPre or Coifmecin state AMA, then a corresponding
Exchange will be simply pushed onto the stack, indepengenthe current Ex,,, and the state
of the stack remains AMA (transition 10 in Table 3.6). In cadean input of DeletePre, the
resulting state can be either AA or AMA (transition 11 in T@BL6), as in case of transition 8.

Of course, in the state of AMA, dialog participants can alsnayate Acceptance as input. If an
Acc, ¢ is generated when a non-DeleteEXx is on the top of the staekiesbulting state can be
either AA or AMA (transition 12 in Table 3.7). If By, is a DeleteEx, the resulting state can
also be E - in case that all the Exchanges on the stack belaihg t&xchange Family of E,
(transition 13 in Table 3.7). If dialog participants gerterdJ of type Acg,. 1, the resulting states
of the transition will change, in comparison to transitidiisand 13, because this Acceptance
pushes an additional DefaultEx onto the stack (transitdbarid 15 in Table 3.7).
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3. A computational model of multi-modal grounding 61

16 | J(anyState, Unqualified, anyEx) — (anyState, anyEXx)

Table 3.8.: State transition 1@r{yState= a member of, anyEx= a member ofb)

In all the three states E, AA and AMA, an input signal of Undgfiedl would result in no stack
operations at all (transition 16 in Table 3.8). Its only effes that the discourse holder would,
in the next turn, create a SupportPre, CorrectPre or Daletereither assist her dialog partner’s
grounding process or to cancel her effort.

Coming back to the two central questions of this section: twhahe overall structure of a
discourse and how IUs operate in this structure. The ansavebe given now as the following:

A dialog discourse can be modeled as a push-down automalict) v8 defined as a 7-tuple: W
= (Q,%,9,6,5,F) where

Q s the set of stack state a@l= {E, AA, AMA };

¥ is the input alphabet and = {Acc, ¢, Acc,;;, DefaultPre, SupportPre, CorrectPre,
DeletePre, Unqualified

® is the stack alphabet ard= {DefaultEx, SupportEx, CorrectEx, DeletefEx

¢ is the set of transition relations as summarized in Table 3.9

s is the start state and s = E;

Q2 is the initial stack symbol an@ = DefaultPre;

F consists of finite states ard= {E}.

Three general issues

When using the above push-down automaton to model a dialeggraneeds to be aware of the
following three issues:

The first one is the issue of turn taking. So far, the discusalmut the automaton has stayed
neutral in terms of which dialog participant takes turn, ilee transitions are intended to be valid
independently of who generates the input signal. Althougé theoretically possible for both
dialog participants to generate any types of input signalngttime, some are not realistic, as
also pointed out by Traum[Tra94]. For example, in case thaty\pushes a DefaultEx it is not
possible for her to generate an Agoor Acc, . for this Exchange. From this perspective, a rule
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62 3.2. The MMPDA model

1 o(E, DefaultPre, €) — (AA, DefaultEx)
2 (@) | 4(E, SupportPre, €) — (E, ¢)

(b) | o(E, CorrectPre, ¢) — (E, €)

(c) | o(E, DeletePre, €) — (E, ¢)

(d) | o(E, Accp 9, €) — (E, €)

(e) | 6(E, AA, AcCyi1,€) — (E, )

3 (@) | 4(AA, DefaultPre, DefaultEx) — (AMA, DefaultEx)
(b) | 0(AA, SupportPre, DefaultEx) — (AMA, SupportEx)
(c) | 6(AA, CorrectPre, DefaultEx) — (AMA, CorrectEx)
(d) | 6(AA, DeletePre, DefaultEx) — (AMA, DeleteEx)

4 (a) | 6(AA, Accy, ¢, DefaultEx) — (E, €)

(b) | d(AA, Acc,, g9, SupportEx) — (E, ¢)
(c) | (AA, Acc,, g, CorrectEx) — (E, €)

5 0(AA, Acc, 1, DefaultEx) — (AA, DefaultEx) pPop(ExXep) and push(Ex:op+1)

6 (@) | (AA, DefaultPre, DefaultEx) — (AA, DefaultEx)

(b) | 0(AA, SupportPre, DefaultEx) — (AA, SupportEx)
(c) | 0(AA, CorrectPre, DefaultEx) — (AA, CorrectEx)

7 0(AMA, DefaultPre, DefaultEx) — (AMA, DefaultEx)

8 (a) | /(AMA, DefaultPre, SupportEx) — (AA, DeleteEx)
(b) | 0(AMA, DefaultPre, CorrectEx) — (AA, DeleteEx)
(c) | 0(AMA, DefaultPre, SupporteEx) — (AMA, DeleteEx)
(d) | 6(AMA, DefaultPre, CorrectEx) — (AMA, DeleteEXx)

9 (@) | (AMA, DefaultPre, DeleteEx) — (AA, DefaultEx) POP(EXtop famiiy), PUSh(EXtop+1)
(b) | 6(AMA, DefaultPre, DeleteEx) — (AMA, DefaultEx)  pop(EXtoptamity), PUSN(EXtopt1)

10 (@) | 6(AMA, SupportPre, anyEx) — (AMA, SupportEx)
(b) | 6(AMA, CorrectPre, anyEx) — (AMA, CorrectEx)

11 (a) | 6(AMA, DeletePre, anyEx) — (AA, DeleteEx)

(b) | 0(AMA, DeletePre, anyEx) — (AMA, DeleteEx)

12 (a) | 6(AMA, Acc,, ¢, DefaultEx) — (AMA, EX¢op—1)
(b) | 6(AMA, Acc,, 9, SupportEx) — (AMA, EX¢op—1)
(c) | 6(AMA, Acc,, ¢, CorrectEx) — (AMA, EX¢op—1)
(d) | 6(AMA, Acc,, ¢, DefaultEx) — (AA, EXtop—1)
(e) | 6(AMA, Acc,, o, SupportEx) — (AA, EXtop—1)
() | 6(AMA, Acc,, 9, CorrectEx) — (AA, EX¢op—1)

13 (a) | 6(AMA, Acc,, ¢, DeleteEx) — (AMA, EXtop—1)
(b) | 6(AMA, Acc,, ¢, DeleteEx) — (AA, EXtop—1)
(c) | 6(AMA, Acc,, ¢, DeleteEx) — (E, ¢)

14 0(AMA, Acc,, 1, DefaultEx) — (AMA, DefaultEx)
15 (a) | J(AMA, AccC,+1, DeleteEx) — (AMA, DefaultEx)
(b) | 6(AMA, Acc,, 11, DeleteEx) — (AA, DefaultEx)

16 d(anyState, Unqualified, anyEx) — (anyState, anyEx)

Table 3.9.: State transitions in the MMPDA model
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3. A computational model of multi-modal grounding 63

of thumb can be establishetiite dialog participant who does not push the current,fE&nto the
stack has the obligation to create the next his means, if Mary pushes an Exchange onto the
stack, her dialog partner Tom would have the obligation piyréo it.

The second issue is the role of grounding criteria. Sincaltbeourse stack is a private model
of one dialog participant, the discourse holder carriesatiuthe transitions based on her own
grounding criteria. More specifically, if she categorizke teply of her dialog partner as an
input signal Acg ¢ or Acc,.1, then this means that this reply fulfills the grounding créeof
bothdialog participants (see the discussion on groundingra@ite section 3.2.1 on page 45); If
she is supposed to ground an Exchange, which is initiate@bglinlog partner, she will generate
an IU that only satisfieeer owngrounding criteria. Although this input signal may not be th
expected Acceptance for her dialog partner, for her, itligaaly a valid one and should result
in popping the Exchange from the stack. Of course this casecptoblems if she has already
popped this Exchange when her dialog partner contradict®ply and pushes a CorrectEx onto
the stack. This is the issue of other-initiated Correct Exgjes (see below).

The problem of not being able to handle other-initiated €arExchanges is common to models
that do not model grounding as a recursive process. It caayalvappen that dialog participants
realize that they misunderstood each other several tumargcorrect it later on. However, the
corresponding grounding unit, in which the misunderstagdiccurred, was already declared as
grounded by one or both dialog participants and may not biéaé@any longer. Though, a non-
recursive grounding model can solve this problem by keepawgral grounding units available
for a period of time after they are grounded, e.g., Traum @m@nted the dialog discourse as a
bounded stack which represents the currently accessiblmdimg units. In the MMPDA model,
all the popped Exchanges are collected in another stacdcaflistory” and can be reloaded to
the discourse stack if needed (see the example of CondifReiavance on page 3.3.1). Given
these solutions, a non-recursive grounding process plylséibl requires less cognitive load
than a recursive one, which needs to keep track of everyamiterever spoken in the dialog.
This second stack is also important for its own reason bec#uscords a part of the on-going
discourse, namely those Exchanges that have been ground@mbpped off the discourse.

Keeping these three points in mind, a dialog example is ltaa#®d using the MMPDA model
in the next section. This example demonstrates how the gagim automaton operates when
being used to model a dialog in practice.

Discourse operation from the perspective of a dialog partic ipant

Imagine a robot called BIRON who has never talked with a humampossesses the knowledge
of the MMPDA modet. It knows how to generate IUs and is also familiar with staeksitions.
Is BIRON then able to carry out multi-modal dialog with a hurfiéSuch as that in Table 3.10?

At the beginning of this dialog, BIRON first detects a humarowhit views as a potential inter-

110f course, it also needs other relevant language capabibtich as speech recognition, understanding and gen-
eration
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64 3.2. The MMPDA model

H1: (Walks into the room where BIRON is.)

B1: (Smiles friendly to the human upon detecting her.)
H2 : (a) Oh, hello. (b) who are you?

B2 : (a) Hello, (b) I'm BIRON. (c) And what is your name?
H3: (a) Tom. (b) Hm, are you a robot or something like that?
B3: Pardon?

H4: Are you a robot or something?

B4: What is “something”?

H5: Forget it.

B5: (looking embarrassed)

H6: ...

Table 3.10.: A dialog example. (B: BIRON, H: human. Non-wa@rbehaviors are italic and
included in parentheses.)

action partner. BIRON thus takes the presence of the humamiaput signal of type DefaultPre
(H1), which is manifested non-verbally. BIRON then pushesraesponding DefaultEEx; onto
its internal discourse stack (transition 1 in Fig. 3.17)RBN wants to interact with the human
and, therefore, addresses g: it creates an IU and instantiates the non-verbal geneoatds
BLayer with a smile (B1). BIRON thinks that this IU is a valiccéeptance, which grounds the
currentEx;, and then pops it from the stack (transition 4(a)).

'OI/S %

\Q:)Q ) Qo&'

Acc Acc| B1 (smiling)
Ex1 Ex1
Pre| H1 (user presense) Pre| H1 (user presense)
transition 1 transition 4(a)

Figure 3.17.: Dialog segment H1 - B1

Then in H2, the human is surprised by the presence of BIRON afitet intuitively greeting it
(H2(a)), she asks BIRON for its identity(H2(b)). BIRON takéese two dialog acts as two input
|Us that push two DefaultExgx, andEx;) onto its stack in the reversed oréfeftransition 1 and
3(a) in Fig. 3.18). BIRON first addressEs; by generating an U whose verbal generator on its
BLayer is instantiated with “Hello” (B2(a)). This IU grouadheEx, and BIRON pops it from
the stack (transition 12(a)). Now the top Exchange on thekstEx;, which BIRON needs to
address. It creates an U (B2(b)) to answer this questiodpapsEx; from the stack (transition
4(a)). BIRON also wants to know the user's name and, thezefmeates an IU (B2(c)) based
on this motivation and pushes a new Default&y onto the stack (transition 1). Now the user

12Concerning the order of pushing Exchange onto the staclsesgtion 3.3.3
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3. A computational model of multi-modal grounding 65

has the obligation to grourtex, as she also does with IU H3(a) so that the stack is empty again
(transition 4(a)).

2
s, N 3
& ", <
Nﬁ@ OQ OQ\
* N <
Acc Acc| B2(a): Hello.
Ex2 Ex2
Pre| H2(a): Hello Pre| H2(a): Hello
Default Default
Acc Acc Acc| B2(b): 'm BIRON.
Exs Exs Exs
Pre| H2(b): Who are you? Pre| H2(b): Who are you? Pre| H2(b): Who are you?
transition 1 and 3(a) transition 12(a) transition 4(a)
Ay,
sS4, A
\(f*q) (&p
ol
Acc| Acc| H3(a): Tom,
Exa Exa
Pre| B2(c): And what is your... Pre| B2(c): And what is your...
transition 1 transition 4(a)

Figure 3.18.: Dialog segment H2(a) - H3(a)

The human is still not sure about BIRON's identity and ingma question H3(b) to confirm
her supposition that BIRON is a robot. BIRON pushes a comedmg DefaultExEx; onto the
stack and tries to ground it (transition 1 in Fig. 3.19). Heer it can not fully understand the
human’s IU and, therefore, creates a SupportPre (B3) ankegliss, a SupportEx, onto the
stack (transition 3(b)). Then the human rephrases her ghti (H4), which is categorized as
Unqualified by BIRON because it still can not understand thmndin. Following the transition
16, BIRON carries out no stack operations for the human'atiiput creates a new SupportPre
(B4), for which a new SupportEEx; is pushed onto the stack (transition 10(a)).

2

s,
\(f@
Acc|
Exz
2 I Pre| B4: What is something?
QS/V& US/’(@ g
\4@ \4@ Support
Acc| Acc| H4: Are you a robot or. Acc| Ha4: Are you a robot or.
Exs Exs Exs
Pre| B3: Pardon? Pre| B3: Pardon? Pre| B3: Pardon?
Support Support Support
Acc| Acc| Acc| Acc|
Exs Exs Exs Exs
Pre| H3(b): Are you a robot or... Pre| H3(b): Are you a robot or... Pre| H3(b): Are you a robot or... Pre| H3(b): Are you a robot or...
transition 1 transition 3(b) transition 16 transition 10(a)

Figure 3.19.: Dialog segment H3(b) to B4

In H5, the human gives up her effort to make her question wtded by BIRON and creates

130riginally, no stack operations at all should be carriedasged on transition 16. However, for structural conve-
nience, H4 is put into the position &x;'s Acceptance)
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66 3.2. The MMPDA model

a DeletePre. Thereupon, BIRON pushes a new DeleEegonto the stack based on transition
11(a) (Fig. 3.20). BIRON feels embarrassed that it can ndétstand the human despite repeated
attempts and acknowledges the human’s proposal for cagaédi grounding process: it creates
an IU with the motivation to demonstrate its embarrassméhtan appropriate facial expression
(B5) and grounds thExg with it. Based on transition 13(c), the Exchange Familf{egf is also
removed from the stack which is now empty.

)
2 &,
l/s/7 7 V
e, &
Acc Acc| B5: (looking embarrassed)
Exs Exs
Pre| H5: Forget it. Pre| H5: Forget it.
Delete Delete
Acc Acc|
Ex7 Exz
Pre| B4: What is something? Pre| B4: What is something?
Support Support
Acc Acc|
Exs Exs
Pre| B3: Pardon? Pre| B3: Pardon?
Support Support
Acc| Acc|
Exs Exs
Pre| H3(b): Are you a robot or... Pre| H3(b): Are you a robot or...
transition 11(a) transition 13(c)

Figure 3.20.: Dialog segment H5 - B5

The operations that BIRON has carried out during this dialegsummarized in table 3.11. As
can be seen, a robot should be able to carry out multi-mod&glin the style of this example
when it possesses the grounding model proposed in thisehapt

H1: (walks into the room where BIRON is.) T1: (E, DefaultPre, €) — (AA, DefaultEx;);
B1: (smiles friendly to the human upon detecting her.) T4(a): (AA, Acc,, g, DefaultEx;) — (E, ¢);
H2: (a) Oh, hello, T1: (E, DefaultPre, €) — (AA, DefaultExs)

(b): who are you? T3(a): (AA, DefaultPre, DefaultExs) — (AMA, DefaultExz)
B2: (a) Hello, . T12(a): (AMA, Acc,, ¢, DefaultExa) — (AA, DefaultExs)

(b) I'm BIRON. T4(a): (AA, Acc,, g, DefaultExs) — (E, e€);

(c) And what is your name? T1: (E, DefaultPre, €) — (AA, DefaultEx,)
H3: (a) Tom. T4(a): (AA, Acc,, g, DefaultExy) — (E, €);

(b) Hm, are you a robot or something like that? T1: (E, DefaultPre, €) — (AA, DefaultExs)
B3: Pardon? . T3(b): (AA, SupportEx, DefaultExs) — (AMA, SupportExg)
H4: Are you a robot or something? T16. (AMA, Unqualified, SupportExg) — (AMA, SupportExg)
B4: What is “something”? T10(a): (AMA, SupportPre, SupportExg) — (AMA, SupportExy)
H5: Forget it. T11(a): (AMA, DeletePre, SupportExy) — (AA, DeleteExsg)
B5: (looking embarrassed) T13(c): (AMA, Acc,, ¢, DeleteExg) — (E, €)
H6:

Table 3.11.: BIRON'’s stack operations during the dialog=(BIRON, H = human, T = transi-
tion n, Non-verbal behaviors are italic and included in parerghgs
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3.3. Evaluating the MMPDA model

This chapter, so far, has discussed three existing grogndiodels and also proposed a new
grounding model, the MMPDA model, which possesses thetglofihandling multi-modal di-
alog contributions. The practical convenience that the NIMANodel enables for the imple-
mentation will be discussed in chapter 5. For now, it is int@tr to look at the benefits and
deficiencies of this new model from a theoretical point ofwitn subsection 3.3.1 and 3.3.2, di-
alog excerpts from a corpus recording English casual ceatien and artifical dialog examples
covering different types of repair behaviors are hand-rrextiasing the MMPDA model. The
goal is to identify the range of dialog phenomena that carcandot be handled by the MMPDA
model In subsection 3.3.3, general strengths and weakh#ss model are analyzed.

3.3.1. Using the London-Lund corpus

The London-Lund corpus [Tha83, Ore83, Ste84] is a colleaicBritish casual English conver-
sations that were clandestinely recorded in and arouncetsity settings. This corpus contains
many dialog phenomena in everyday conversation and wasis¢sbby Clark [Cla92] in his pro-
posal of the contribution model (see section 3.1.1). In shissection the dialog excerpts used
by Clark are hand-modeled using the MMPDA model.

Below, the dialog excerpts are named using Clark’s defmmitiche discourse holder is randomly
selected as dialog participant A. The original utterancethé examples are numbered for the
reason of clearance. Exchanges are numbered basié ander of their initiation For exam-
ple, if an Exchange with grounding relation Default (Def&wl)) is pushed at the beginning of
the dialog and then another Exchange with grounding rele@iopport (SupportEx) is pushed,
the DefaultEx is denoted &efaultEx and the SupportEx &8upportEy, although they are Ex-
change of different types. The second column of each extalf# presents the state transitions
performed by each utterance. For a complete list of statsitrans in the MMPDA model, see
page 62.

Contribution by turns: The commonest form of contributing to a dialog is contribati
by turns. The example in Table 3.12 can be easily modeledyusamsition 1 and 4(a) of the
MMPDA model.

Al: how far is it from Huddersfield to Coventry . T1: §(E, DefaultPre, €) — (AA, DefaultEx; );
B1: um. about um a hundred miles - T4(a): 6(AA, Accy,, DefaultEx;) — (E, ¢);
A2: so, in fact, if you were . living in London during.| T1: §(E, DefaultPre, ¢) — (AA, DefaultExz);

that period, you would be closer - .

Table 3.12.: Dialog example: Contribution by turns (T = s#@ion)
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Conditional relevance: Replies of a listener may not be conditionally relevant sai the
speaker has to correct her contribution. The dialog betvieeand A in Table 3.13 is such an
example. Two utterances of this example are worth mentgonin

e Utterance Al: In the original analysis of Clark, (a) and (baw@ considered as constructing
oneutterance and Al thus plays the role of Acceptance as a wbolegare to Fig.3.1 on
page 32). From this view, Al can be modeled using the trams#(a) of the MMPDA
model. Another possible view is that (a) and (b) are to be gwas two distinct input
signals of A, and (b) corrects or complements the conterg)ofl{ so, the MMPDA model,
as Clark’s contribution model, would have difficulty to héend, because (a) and (b) are
two attempts to provide Acceptance for B1 and it is the qoedtiow to categorize (a) if
(b) is the correct Acceptance for B1. However, it is moreliikéhat the discourse holder
A considers Al as only one single input signal. Recall ti@msi6 (page 58) which states
that, in case of multiple IUs in one turn or self-initiatedfsepair, the listener can consider
all the Exchanges initiated by the speaker all at once. R&tal this assumption, it is
conceivable that a dialog participant considers Acceaandidates, which complement
or correct each other, all at once, too.

e Utterance B2: This utterance is also an interesting casauiseavith transition 1, A reloads
the DefaultEx, that was initiated by B1 and was erroneously considered@sged by
A, from the History. A does this in her discourse model beed®® is a CorrectPre which
obviously addresses that Exchange (see the discussiorger6pa After performing tran-
sition 6(c) for utterance B2, the discourse holder A now kas wngrounded Exchanges
on her stack, which are both initiated by B (Defaultigxd CorrectEy. This situation is
equivalent to self-initiated self-repair and transitidqo)4should be performed and the two
Exchanges are grounded all at once by utterance A2.

B1: k who evaluates the property — . T1: §(E, DefaultPre, ¢€) — (AA, DefaultEx; );
Al: (a) uh whoever you ask((ed)), T4(a): 6(AA, Accy,, DefaultExy) — (E, ¢);
(b). the surveyor for the building society.
B2: No, | meant who decides what price T1: §(E, DefaultPre, €) — (AA, DefaultEx; );
it will go on the market - T6(c): 5(AA, CorrectPre, DefaultEx;) — (AA, CorrectExz);
A2: (-snorts) . whatever people will pay .. T4(c): 5(AA, Accy, CorrectExe) — (E, ¢);

pop DefaultEx; and CorrectEx; all at once
B3: but why was Chetwynd Road so cheap —| T1: §(E, DefaultPre, €) — (AA, DefaultExs);

Table 3.13.: Dialog example: Conditional relevance (T fagraon)

Contribution within turns: Sometimes dialog participants initiate Exchanges witlaegé”
Presentation, e.g. telling a story. In such situationslighener does not need to provide explicit
Acceptance for each of the utterances. The example in Tabfei8 such a case. The question
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here is again, whether parts of an utterance, such as (gn¢bc) in B1, construct one Presen-
tation, as suggested by Clark, or multiple ones. If it is antg Presentation, then the dialog can
be simply modeled using transition 1 and 4(a).

B1: (a) but you daren't set synthesis again you see, T1: §(E, DefaultPre, €) — (AA, DefaultEx; );
(b) you set analysis, and you can.put the answers down
(c) and your assistant *examiners will work them,*

Al: *yes quite, yes, yes* T4(a): 6(AA, Accy,, DefaultEx;) — (E, ¢);

B2: But if you give them a give n them a free hand on T1:6(E, DefaultPre, ¢) — (AA, DefaultExz);
synthesis and they'd be marking all sorts of stuff,
because they can’t do the stuff *themselves,*

A2: "quite m* T4(a): 6(AA, Accy,, DefaultExe) — (E, ¢);

B1: | must watch [continues] T1:6(E, DefaultPre, ¢) — (AA, DefaultExs);

Table 3.14.: Dialog example: Contribution within turns (Transition)

Installment contributions: Some input signals are not associated with sentences dut wit
parts of them, as Clark terms. With the MMPDA model, such gbations can be easily ex-
plained: A2 pushes a SupportEx (Supportix Table 3.15) that B3 grounds (and pops). Now
the top Exchange on the stack is the Defaujtiat was initiated by B2. With the information
collected from the SupportgxA3 is able to ground it.

B1: Banque Nationale de Liban —| T1: §(E, DefaultPre, ¢€) — (AA, DefaultEx; );
Al: yes T4: 6(AA, Acc,, g, DefaultEx;) — (E, €);
B2: nine to thirteen T1: §(E, DefaultPre, €) — (AA, DefaultExs);
A2: sorry T3(b): 6(AA, SupportPre, DefaultExs) — (AMA, SupportExs)
B3: nine . to . thirteen T12(b): 5(AMA, Acc,,, SupportExs) — (AA, DefaultExz)
A3: yeah T4(a): 6(AA, Accy, DefaultExz) — (E, ¢);
[continues]

Table 3.15.: Dialog example: Installment contribution (Transition)

Completions:  During a dialog, the Presentation of a dialog participant lwa completed by
her dialog partner’s Presentation. For example, in Talllé,381 completes Al. This means,
the utterances Al and A3 actually construct one single tartion of the discourse holder A
and they are separated in the example because B barges ihe @¥aik ignores this fact and
views Al and A3 as two distinct input signals, the MMPDA modealble to produce a plausible
explanation by imposing transition 6(a): Utterance B1 ardafe first viewed as composing a
Support Exchange (Supportgxso that A1 and A3 are temporarily to be viewed as two input
signals. However, after the SupportEs popped, the discourse holder A is able to perform

Bielefeld University



70 3.3. Evaluating the MMPDA model

transition 6(a) which allows both the DefaultEand DefaultEx to be grounded all at once by
B.

Al: um the problem is a that you(('ve)) got to T1: §(E, DefaultPre, €) — (AA, DefaultEx; );
get planning consent -
B1: before you start - T3(b): 6(AA, SupportPre, DefaultEx;) — (AMA, SupportExs2)
A2: before you start on that part, yes T12(b): 6(AMA, Accy,, SupportExs) — (AA, DefaultExy)
A3: you can do anything internally, you wish T6(a): 6(AA, DefaultPre, DefaultEx;) — (AA, DefaultExs)

B3: but the big stuff is, the external stuff [continues]| T5: §(AA, AcC,+1, DefaultExs) — (AA, DefaultEx,)
pop DefaultEx; and DefaultExs all at once, then push DefaultEx,

Table 3.16.: Dialog example: Completions (T = transition)

As shown above, the MMPDA model is able to provide a plauséxiglanation for all dialog
phenomena of casual dialog as selected by Clark. In congpatcs his contribution model,
the MMPDA model is even more sophisticated especially ire agdsconditional relevance and
completions. As the three existing grounding models, wlidh discussed in section 3.1, the
MMPDA model does not specify the coverage (or the size) of ilds, the basic contribution
unit of dialog participants. When adopting the MMPDA modai Eomputer applications, the
definition of the U needs to be refined based on the typicébdipatterns in the domain.

3.3.2. Modeling repair

To evaluate the ability of the model to handle conversaticegzair, artificial dialog excerpts are
constructed based on the repair categorization criterfaaim [Tra94].

Conversational repairs are an important mechanism to solderstanding problems during a
dialog. Traum [Tra94] classifies repairs as to who causegithiglem (self or other), who ini-
tiates the repair (self or other) and in which turn the uni@deding problem is identified. The
definitions of the repair types are generally based on thenadf dialog, in which the speaker
holds the first turn and the listener replies in the second, tilnen the speaker utters something
again in the third turn and the listener replies it in the fbuurn. Table 3.17 summarizes the
commonest repair types.

In the following, artificial repair dialogs are hand-modelesing the MMPDA model. Since
the examples of the last section already revealed the clggteof long utterances, the dialog
examples in the following are only constructed with shoténznces that are typical in the home
tour scenario. Note, these examplesratintended to cover all the possibilities of repair dialog,
instead, they should convey the idea as to how the repairguhena are viewed and modeled
using the MMPDA model.
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Turn Repair Definition

first turn self-initiated self-repair | The speaker repairs her own utterance
without a prompting from another participant.

second turn | other-initiated self-repair | After the listener addresses the speaker’s problem
in the second turn, the speaker repairs her own
utterance in the third turn.

other-initiated other-repair | The listener notices the problem of the speaker’s
utterance and repairs it in the second turn.

third turn third-turn repair Based on the listener’'s second-turn reply, the speaker
realizes that she is misunderstood and repairs the listener
in the third turn.

fourth turn fourth-turn repair Based on the speaker’s third-turn reply, the listener
realizes that she misunderstood the speaker and repairs
it herself in the fourth turn.

Table 3.17.: Conversational repair

Self-initiated self-repair: In the example in Table 3.18, dialog participant A first asks B
to go to the kitchen with (a) and then corrects herself with s transition 6(c) specifies, B
addresses both Exchanges in correlation with each othesrdgpgbrovides one final Acceptance
for both Exchanges.

Al: (a) Go to the kitchen, T1: §(E, DefaultPre, €) — (AA, DefaultEx; );

(b) I mean the living room. T6(c). §(AA, CorrectPre, DefaultEx;) — (AA, CorrectExz)
B1: OK. T4(c): §(AA, Acc,, CorrectExz) — (E, ¢);

pop DefaultEx; and CorrectExs all at once

Table 3.18.: Self-initiated self-repair

Other-initiated self-repair: Based on the MMPDA model, other-initiated self-repair is
the case in which the listener pushes an Exchange with thendnog relation Support (the
SupportEx in Table 3.19) to acquire more information about the spéakachange (DefaultEy.
Such cases can be modeled using transition 3(b) and 12(b).

Al: Go to the kitchen. T1: §(E, DefaultPre, €) — (AA, DefaultEx; );

B1: Kitchen? T3(b): 6(AA, SupportPre, DefaultEx;) — (AMA, SupportExs)
A2: It is the room in which we cook.| T12(b): 6(AMA, Accy,, SupportExs) — (AA, DefaultEx;)

B2: OK. T4(a): 6(AA, Accy, DefaultExy) — (E, ¢);

Table 3.19.: Other-initiated self-repair

Other-initiated other-repair: In other-initiated other-repair in Table 3.20, the listene
pushes a CorrectEx (Correctfxand corrects the speaker’s utterance directly.
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Al: Go to the kitchen. T1: §(E, DefaultPre, ¢) — (AA, DefaultEx,);

B1: You mean the living room.| T3(c): §(AA, CorrectPre, DefaultEx;) — (AMA, CorrectExs)
A2: Oh yes. T12(c): 6(AMA, Acc,,, CorrectExe) — (AA, DefaultEx;)

B2: OK. T4(a): 6(AA, Accy,, DefaultEx;) — (E, ¢);

Table 3.20.: Other-initiated other-repair

Third-turn repair: In the example of third-turn repair in Table 3.21, B misurstieod Al.
The discourse holder A recognizes B1 as an input of type Uifegpthand carries out the tran-
sition 16. Then, in the third turn, A pushes a CorrectEx (EcifEx) onto the stack, which is
supposed to be grounded by B2. In the current example, B gsotire CorrectExexplicity
(Acc, in transition 12(c)) and then go to the kitchen. B2(b) is disigint evidence that A is
correctly understood and A, therefore, takes it as B’s,Aloe her initial DefaultEx and pops
this Exchange from her stack.

Al: Go to the kitchen. T1: §(E, DefaultPre, €) — (AA, DefaultEx; );
B1: OK. (going to the living room) T16: §(AA, Unqualified, DefaultEx;) — (AA, DefaultEx;)
A2: The kitchen, | said! T6(c). 6(AA, CorrectPre, DefaultEx;) — (AA, CorrectExz)
B2: (a) Oh, sorry. (going to the kitchen) T4(c): §(AA, Accy,, CorrectExe) — (E, €)

pop DefaultEx; and CorrectEx. all at once

Table 3.21.: Third-turn repair

Fourth-turn repair: In the example in Table 3.22, B first misunderstood A1, buhaidlog
participants are not aware of the problem. As the discourkieh A proposes A2, B realizes the
problem and pushes Supportfoato the stack (in B2). After clarifying this with A (B2 and A3

B is able to execute the task correctly (B3). Note, it is alssgible that A is never made aware of
the problem, e.g., if B does not initiate the clarificatioregtion (B2) but simply says “OK” and
corrects itself by heading to the kitchen. In this situatitre discourse holder A would simply
think that B accepts her two instructions (A1 and A2) withany problems.

Al: Go to the kitchen. T1: §(E, DefaultPre, ¢) — (AA, DefaultEx; );

B1: OK. (going to the living room) T4(a). 6(AA, Accy,, DefaultEx;) — (E, ¢);

A2: And turn on the oven. T1: §(E, DefaultPre, €) — (AA, DefaultExs);

B2: Oh, You want me to go to the kitchen?| T3(b): 6(AA, SupportPre, DefaultExs) — (AMA, SupportExs)
A3: Yes. T12(b): 5(AMA, Accy,, SupportExs) — (AA, DefaultEx2)

B3 OK. (going to the kitchen) T4(a). 6(AA, Accy,, DefaultExe) — (E, €);

Table 3.22.: Fourth-turn repair
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As can be seen from the examples above, many of the conwaraltépair can be modeled with
Exchanges of Support or Correct grounding relations. Cambithe following three factors:

repairer (who initiates the Support or Correct Exchangepairee(who initiated the Exchange
that needs to be repaired) atighing (whether the repair Exchange is created before or after the
listener replies in the second turn, the most importantirépaes can be systematically modeled
using the concept of Exchange, as summarized in Table 3.23.

Repairer | Repairee | Timing Repair Type

speaker | speaker | before self-initiated self-repair

speaker | speaker after other-initiated self-repair

speaker | listener | before (not possible)
speaker | listener after third-turn repair
listener | speaker | before (not possible)

listener | speaker after | other-initiated other-repair

listener listener | before (not possible)

listener listener after fourth turn repair

Table 3.23.: Modeling repair with Exchanges. (beforefaftdhe repair Exchange is initiated
before or after the listener replies in the second turn)

3.3.3. General benefits and Deficiencies

In the MMPDA model, the grounding process is non-recursies structure avoids the problem
that the grounding process can not be ended properly, whitieicase in the contribution model
of Clark [Cla92] and the exchange model of Cahn and Brenn&9§CCah92]. This advantage
is similar to that of the finite state model of Traum [Tra94helmajor difference between the
MMPDA model and Traum’s is that in the MMPDA model, repainist viewed as a part of the
grounding unit®. Instead, it constructs a new grounding unit with certaiougiding relation to
the current grounding unit. This solution is more flexibledese it allows “partial grounding”
of an account and can explain why repeated grounding is sages some situations (compare
to the deficit of Traum’s model in section 3.1.2 on page 36).

As to the issue of multi-modality, the structure of InteratUnit is an attempt to bridge the
gap between two strands of multi-modality modeling. Unlidassell’'s [Cas00] architecture, the
MMPDA model does not require categorization of differemey of information and thus simpli-
fies the dialog mechanism and increases the implemenyadtfitthe model. . To account for more

14Recall that the grounding unit in Traum’s model is the dissewnit and in the MMPDA model, it is the Exchange
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sophisticated embodied interaction, the MMPDA model caedstly extended in two ways. The
first one is extending the Behavior Layer with a “Modality Mager”, which accomplishes so-
phisticated modality fusion and selection. This local egten will not affect the overall dialog
management. The second way to extend this model is to addh®mzation mechanism into
the Behavior Layer to enable a synchronized behavior ggaard_ast but not least, the IUs can
also be used to extend dialog systems with a simple discouasagement mechanism (e.qg., fi-
nite state-based) since it only affects the representafitocal interaction contributions. Given
that the majority of the current dialog systems running dmotesystems are finite state-based
(section 2.4), the concept of IUs would enable many otheototo handle multi-modal input
and output without changing the underlying interaction aggment mechanism.

The structure of a stack in its original sense is quite infllexbecause of its last-in first-out
principle (LIFO). This inflexibility has the consequence fioe order in which Exchanges should
be processed. In most cases, it is sufficient to assume thlagdoarticipants first address the
top Exchange on the stack, then those below it. However,nmesather cases, it is not easy to
determine this order. For example, in case of multiple Digaa in one turn. Should these IUs
be pushed in the order as they are created or in the reverder®dPushing them in their original
order means that the listener should address the last DRfaulrst, which is often untrue. But

it is not always the case either that the listener addressefirst DefaultPre first which means
that the DefaultPre are pushed in the reversed order. Invidaath 1U the listener first addresses
is not only regulated by the “mechanical” means of a stackalao by the salience of individual

IUs. For example, if the listener has difficulty to understame of the 1Us, it is likely that she

first addresses this one before others. A possible exteastbe MMPDA model is, therefore, to

relax the order of pushing and popping Exchanges, which msyltrin new scientific questions
as to how to handle the grounding relations if Exchanges atreannected in a fixed order and
the Mother-Son-relationship may not be clear.

Since the concept of IU is based on the reciprocal nature ldbers involved in an embodied
interaction, its strength lies in the modeling of infornaattithat is intended to address the other
dialog participant. Some applications, however, focushendevelopment of subtle human-like
behaviors from which no clear motivations relating to otparticipants can be derived, e.g.,
looking away when thinking about something. Although the FIMA model can still be used
(e.g., by instantiating non-verbal generator on the Badravayer with “looking away”), it can
not explain why these behaviors should be generated anmeftine, may not be the best choice

Clark Traum Cahn&Brennan MMPDA model
recursive process? yes no yes no
structure of discourse| graph bounded stack| graph two stacks
grounding unit contribution| discourse unit | contribution/exchange| exchange
embedded repair? yes yes yes no

Table 3.24.: Differences between the dialog models
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for such applications.

3.4. Summary

In this chapter a novel computational model of multi-modalmding, the MMPDA model, was
proposed that was motivated by the existing works of Clarkaum and Cahn&Brenann. From
the perspective of grounding, the new model combines tharddges of Traum’s non-recursive
structure of grounding and Cahn&Brennan’s concept of Ergka and, thus, avoids their main
problems. As to the capability of handling multi-modalitlyjs model makes use of evocative
functions of both verbal and non-verbal behaviors involire@n interaction and extends the
definition of common ground. By representing dialog conttidns with Interaction Units, the
MMPDA model is able to naturally handle multi-modality ugithe grounding mechanism. In
the last section of evaluation, the MMPDA model was evalati#h dialog examples from
the literature and it turned out that the model is able to pi®plausible explanation for many
dialog phenomena. Further, the MMPDA model was comparelde@xisting works. As can be
seen, the new model is a powerful interaction managemertiamésm because it both improves
the grounding mechanism for dialog management itself anenes it so that the concept of
grounding can cover more aspects of an embodied interaction

So far, the discussion has been on a theoretical level andnplementability of this model
can not yet be proven. The next chapter will address thieissul present the implemented
Interaction Management System for the Bielefeld Robot Camgn.
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4. Developing the Interaction
Management System for BIRON

The MMPDA model proposed in the previous chapter was impigatefor the Interaction Man-
agement System of the robot BIRON, the Bielefeld Robot Cangra(Fig.4.1), which is a re-
search platform for HRI studies. As the main interactiorifatce of BIRON, the Interaction
Management System plays a crucial role in facilitating &s&cution, enabling social behaviors
and increasing usability of the entire robot system. Thegptér provides a detailed account of
the implementation platform and scenario as well as thenieahrealization of the Interaction
Management System.

This chapter is organized as follows: In section 4.1, thelWware platform and the software
infrastructure of BIRON are described briefly. Then, in set#.2 the implementation scenario
“home tour” is discussed. Details about the technical zaéilbn of the Interaction Management
System are presented in section 4.3

4.1. The implementation platform: BIRON

In the following, the hardware base of BIRON and its softwarehitecture including the most
important modules of the system are briefly described.

4.1.1. Hardware

BIRON is based on @ioneer PeopleBdt” of MobileRobots Inc. (formerly ActivMedia
Robotics, LLC) and is equipped with a number of sensors (Fifj). In the following the
most important sensors are listed:

e Pan-Tilt Camera The Sony EVI-D31 camera mounted at a hight of 142 cm of thetrob
is equipped with a pan-tilt unit that allows a motor-driveéeesing of horizontally 100
degrees and vertically 25 degrees. This camera is used i@ apages of user’s face and
upper body.

e Stereo microphonegwo AKG C 400 BL microphones are mounted right below the touc
screen and they are responsible for receiving speech sifjoah users.
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=—Pan-Tilt-Camera
(Hight: 142 cm)
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f —<— Laser Range Finder
(Hight: 30 cm)

Figure 4.1.: BIRON: the Bielefeld Robot Companion

e Stereo Camerarlhe Videre Design STH-MDCS stereo camera is mounted atla bf5
cm and acquires images of users’ gestures.

e Laser Range FinderThe SICK laser range finder measures the distance to olijettts
close surroundings (180 degrees range of maximally 32 iy uked to detect human legs
for BIRON.

The signals received by these sensors are forwarded tougasmftware modules that analyze
them to extract symbolic meanings from the signals. For gtenf the laser range finder detects
two human legs and the pan-tilt camera a human face, thepasiible that a human is standing
in front of the robot. Subsequently, this symbolic informatof human presence is transfered
to other software modules that make decisions as to what teitthathis information given the
current interaction situation. In short, in order to make okthe signals, the robot system needs
two types of software modules: reactive and deliberativeutes that perform signal-level and
symbol-level analysis. In the section below, the most ingodrones among them are presented.

4.1.2. Software

BIRON is a highly complex system consisting of more than 3®wsre modules that need to
be organized in a meaningful way. This section first depistsdrchitecture of BIRON that
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provides a “frame” in which the modules are arranged acogrth their reactive or deliberative
nature. Then, the most important modules are presentedllysithe general communication
and cooperation principles between these modules aressisdu

Software modules performing different tasks in an integgtalystem have to be put into a mean-
ingful technical context so that their operation can be doated in a flexible manner. For this
purpose, a powerful three-layered, hybrid architectudre§g4, FKH+05, Kle05] (Fig. 4.2) was
developed for BIRON. Here, the reactive and the delibegatiodules are located on the Reac-
tive and Deliberative Layer, respectively. The Executiap&visor on the Intermediate Layer
coordinates the data transfer between these modules anel Ieart of the entire system. The
central issue of the architecturets ensure a flexible shift of control over system behaviors
More specifically, as a situated computer device a robot cama controlled only by delibera-
tive modules that make high-level decisions based on usgrg, it should also be able to react
to unexpected environmental changes. For example, if thet metects obstacles on its way to
the kitchen, where it is expected by the user, it should be ebtknow” that the need to avoid
these obstacles is more urgent than following the shortst {o the kitchen, and act accord-
ingly. Here, the control over the robot’s behavior is shifteom the deliberative modules, which
made the decision to go to the kitchen, to the reactive madulbich have the direct control of
the hardware to adapt its speed. To ensure timely and apat®@@ontrol shift, the Execution
Supervisor operates based on a finite state-machine thatsesgs different operation contexts
as different states. In certain states, commands from thigedative or reactive modules are to
be rejected because of urgent needs of other modules. Thoaiftde Supervisor thus possesses
the central control omostsoftware modules that perform “cross-layer” operatiors, modules
that have to coordinate with modules on other layersthe following, the most important such
modules (the darkly shaded ones in Fig. 4.2) are briefly dwmesatr

Person Attention System (PAS)in order to start an interaction with human users, a robotmus
be able to recognize a human. Then, during the interactishould be able to recognize whether
the communication partner is attending to it, which is gaittirly important when several persons
are around and they may be talking to each other. Theseeddite preconditions for a success-
ful interaction and are the responsibilities of the modW&PLKH +03, FKL+04, Lan05]. The
approach adopted here is multi-modal person tracking aedtain control: The system moves
the pan-tilt camera around to detect human faces, uses tarophiones for sound source local-
ization, and the laser range finder for leg detection. Baseith® analysis of these percepts and
the combination of them, the PAS makes the decision as toh#hathuman exists in BIRON’s
vicinity and whether she intends to interact with BIRON. &a assumptions facilitate the de-
cision making process. For example, to identify human'sriattion intention, the system con-
siders the following combination of percepts: If legs arémoving (the person is not walking),
a face can be detected and it is gazing in the direction ofdhetr(she is facing the robot), and
sound can be detected from the same direction as the legbaffakce (the person is speaking),

There are exceptions: a small number of modules communigtite@ach other directly although they are located
on different layers. This is to reduce the time loss causeddig transfer between modules. For example,
the module Person Attention System has direct communitatiannels to the Speech Recognizer and to the
Interaction Management System.
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Figure 4.2.: Architecture of BIRON, adapted from [KFS04]

then she probably is talking to BIRON. Once a human is idetifis intending to interact with
BIRON, the PAS concentrates its multi-modal perceptiorugition on this person. Only then,
other modules of BIRON become active and the entire systerblésto interact with the person
and carry out tasks. Further, during the interaction, th& BAn steer the motor of BIRON to
follow the user on demand. Here, the legs of the human are ds¢ important percept.

Object Attention System (OAS): This System [HHFS05, LHWO05, Haa07] is responsible for
acquiring images of objects that are pointed to by users.nieinteraction situation requires
it, as determined by the Interaction Management Systers sifstem takes over the control of
the pan-tilt camera from the PAS and steers it to the diraafathe gesture, which is detected
by a Gesture Detector. From the pictures that are acquirdtidogamera the system extracts
the image of the object that is pointed to. Subsequently,ithage is stored in a memory, the
so-called Scene Model. Also other information on the olgeich as type and owner are stored
here, if they are provided by the user (in her utterance).

Human Augmented Mapping (HAM): For a mobile robot it is crucial to have a spatial model
that enables it to orient itself when moving around. Idedhg spatial model should correspond
to that of humans to facilitate communication. The moduleMHXC06, THCSEO06, SLW-07]
facilitates this communication by establishing connewibetween the semantic dimension and
the topological dimension of the robot’s spatial model. ®epecifically, when receiving mes-
sages from the Interaction Management System that thentdoeation is called, e.g., “kitchen”,
the HAM assigns this label to the current topological marktsnmap. With this knowledge,
BIRON is able to “know” where is the kitchen if it needs to ngafte there to perform some
tasks.
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Speech Recognizer and UnderstandeiThe Speech Recognizer [Fin95] can recognize distance
speech that is recorded by the two microphones mounted 0®BI&s well as be used in com-
bination with close-talking microphones that human usegarw The major challenge for the
Speech Understander [HW06, HWS06, Hue07b] is to deal wibhhtgmeous speech that is often
ungrammatical. The approach adopted here is based on batidname merging technique:
Each word is defined as an instance of a frame, a kind of togl-ategory, and the semantic
meaning of an utterance is acquired by merging frames o¥iehaal words.

Interaction Management System(IMS): The MMPDA model discussed in the previous chapter
was implemented in the IMS of BIRON. It is the central intéi@c module of BIRON and will
be discussed in detail in sections 4.3 and the chapter 5.

The above software modules are connected to each othenuhihso-called XML Communica-
tion Framework [FKH-05, WFBS04], short: XCF. In this framework, each module camm
cates with other modules by sending and receiving messadjes Extensible Markup Language
(XML) [Xml]. More specifically, when the PAS detects a humahnaws intending to interact with
BIRON, it activates the Speech Recognizer to process spdéehresulting parts of speech are
forwarded to the Speech Understander which constructs ardemepresentation of the speech
and sends them to the IMS. Based on the proposition of thecbpéee IMS either replies to
the user directly or sends commands to the ESV. The ESV chkatwmstate and/or forwards the
command to other modules, e.g., to the OAS, PAS or HAM. Whesdhmodules finish their
processing they send their results back to the ESV that foisvthem to the IMS. Based on
these results, the IMS generates output as reply to the Tisisroutput is constructed using text
blocks that are pre-specified in a configuration file. With dipen-source speech synthesizer
Festival [Fes] the output is converted from text to speechis €ntire process is illustrated in
Fig. 4.3.

Besides reacting to user-initiated speech, BIRON can als® interactional initiatives, e.g., the
IMS takes conversational initiatives during the interactbased on the needs of grounding. Such
initiatives are triggered by the IMS itself and do not inv@bther modules of BIRON. Initiatives
involving other modules usually originate from the PAS whabserves the environment con-
stantly during the interaction (in contrast, the OAS is oatyivated when it is needed). Once a
noticeable event occurs, e.g., the current interactiotmnpateaves or there are obstacles around,
the PAS informs the IMS of these events. the IMS then consiilerown states and generates
appropriate speech output. When the ESV is also informed, the state of the entire BIRON
system is changed, too. This process is illustrated in F4. 4

Note, Fig. 4.3 and 4.4 only roughly illustrate the generalp=ration principles between modules
in BIRON. In the course of the Implementation-Evaluatioyel@és of the IMS (see chapter 5),
some aspects of these principles were modified. More spatyfic the second Implementation-
Evaluation-Cycle, the control over the speech input issfared from the PAS to the IMS
(page 103) and the IMS also generates non-verbal outputawiife-like character displayed
on the touch screen of BIRON (page 105).

The software modules implemented on the platform BIRON kngde robot to detect and fol-
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Figure 4.5.: The home tour scenario

low persons, carry out dialog with human users, track theictet gestures, focus on objects
pointed by users, store collected multi-modal informairo a memory, and remember names
of locations. These abilities are needed in the implemematcenario that is discussed below.

4.2. The implementation scenario: home tour

Within the European Union project COGNIRON (The Cognitivad@t Companion [Cog04]), a
key experiment nameaome touris specified as implementation scenario for BIRON. The basic
idea is that, after a user bought a new robot from a shop, shessit her home to prepare it
for future tasks. To realize this scenario, the robot shdlanobile, interactive and possess a
high standard of perceptual capabilities. More specific8IRON should be able to follow the
user around, and when she points to an object, e.g., a cugaysdThis is my favorite cup.”,
the robot should be able to understand the user’s speechk, liex deictic gesture, detect the
object that the user is pointing to and remember its featuesname, color, images, et cetera.
Similarly, if the user says “This is the kitchen”, BIRON shdwassociate the name “kitchen”
with a topological mark in its map and “remember” the locatibis way. With this knowledge,
BIRON is able to, e.g., navigate to the kitchen, fetch the ang use it to perform some tasks.
Figure 4.5 illustrates an example setup of the scenario.

The challenge of this scenario for most reactive modulesIBCB, e.g., PAS, OAS, Gesture
Detector, Speech Recognizer and so on lies in the complexitlythe ambiguity of the real
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home environment. Firstly, they need to decide whetheraid gie processing at all. Taking the
Speech Recognizer as an example: In the real home envirassmmd can come from various
sources. Beside general background noises, human speeettisoacome from TV set, radio
or conversations between humans who are not involved inntieeaiction with BIRON. Under
this circumstance, to determine what sound should be psedeas the speech of the current
user is a highly challenging task. Secondly, the reactivelutes need to correctly recognize
relevant features from the environments, which is diffigisen the unstructuredness of everyday
environments. For example, when the PAS attempts to deteeth legs using the laser ranger
finder, the assumption is that a pair of obstacles of reasemath standing in a reasonable
distance to each other indicate the existence of humanBagssuch information can be highly
ambiguous when there are desks or chairs around, the ledsicti Wave similar width. Last but
not least, the behavior of users also has great influenceomegsing results of reactive modules,
e.g., how they stand, in which direction they gaze, how thegtgo an object, in what speed they
do it, and so on. Since it is not realistic to ask users to weecial sensors in their everyday life,
which could often improve the reliability of processingukts, many unconscious user behaviors
can cause failure of reactive modules, too.

The home tour scenario also poses new scientific questiotisetdeliberative module IMS.
When collecting multi-modal information that was prevityusnknown to the robot, the suc-
cess of task execution relies on correct processing ofiveagtodules to a great extent. This
means that the IMS has little a-priori knowledge to do saptased top-down reasoning. The
consequence is that the IMS cant directly affect the task-related performance of the robot,
as in many desktop applications. In this situation, whatfioms or behaviors should be im-
plemented in the IMS to improve the overall interaction gydlecomes the main challenging
issue for the implementation of the IMS. Therefore, the tgu@ent paradigm for interactive
systemdmplementation-Evaluation-Cycleas adopted. The idea is to implement functions and
behaviors iteratively based on insights gained in evadaati After the basic infrastructure of
the IMS was established, various functions and behaviore weplemented within two such
cycles. Before presenting these behaviors in chapter Sewenvit is necessary to first look at
the technical realizations of the basic infrastructureheftMS in general, which clarifies many
important technical issues of the system.

4.3. Technical realization of the Interaction Management
System

The IMS is BIRON’s main interaction interface to users anel BliMPDA model proposed in
the previous chapter was implemented in it. This sectiomesss the following four questions:
What is the architecture of the IMS (section 4.3.1), how dbedMS interpret user speech input
and determine their effects on the grounding status of tis¢esy (section 4.3.2), how is the
most important configuration file MeaningEffectMatch.xmskd (section 4.3.3) and what is the
general processing flow of the IMS (section 4.3.4).
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Figure 4.6.: Architecture of BIRON's Interaction Managerhg8ystem (ESV = Execution Super-
visor, PAS = Person Attention System

4.3.1. The architecture

As illustrated in Fig. 4.6, the IMS is composed of four maimgmwnents: DialogManager
RobotManagerUsabilityManagerandDiscourseOperatarThe discourse of the on-going inter-
action is represented using a stack, the so-c@isdourse And the interaction history is stored
in another stack calleHistory.

The Dialog- and RobotManager receive input from the useriftérént modalities. The Di-
alogManager mainly receives the semantic representatibniser’'s speech input, which are
delivered by the Speech Understander. The RobotManageivescother information on the
user from other software modules of the robot. For examp&ePAS provides information as to
whether the user is facing the robot and the OAS (indireatligrms the RobotManager of what
direction the user is pointing to. The communication betwtbese modules and the RobotMan-
ager is usually coordinated by the ESV. This means that théd@n serves as “postman” and
forwards processing results of other modules to the Roboéger depending on the context.
However, there is also a direct communication channel batvilee PAS and the RobotManager.
Through this channel, the PAS periodically sends inforarato the RobotManager so that it is
kept up-to-date with the attention of the current user.

After receiving input, the Dialog- and RobotManager predébase on the current system state.
For this purpose, they contact the DiscourseOperator. TiseoDrseOperator has direct access
to the Discourse as well as the History and possesses tBeit#tmation on the grounding state
of the system. Based on this information and the receivedtjpe Dialog- and RobotManager
make decisions as to what to do in the next step, i.e., how topukate the Discourse and the
History. The manipulation is directly performed by the iacseOperator and is based on the
state transitions specified in the MMPDA model. The upshah@f manipulation is always the
generation of an Interaction Unit (1U), whether a Preséoiatr an Acceptance should be created
to initiate or ground an Exchange. This IU represents the’ IM&ction to the user input: the
Behavior Layer generates output to the user or the Motimdteyer sends commands to other
software modules of the robot. Both the Dialog- and the Ridlamiager are able to initiate the
creation of such an 1U.
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Note, the DialogManager is the main component that perfaophisticated interpretation of
user input (see next subsection for more details). The Rbdaager primarily serves as the
interface of the IMS to other software modules of BIRON, etige ESV or the PAS. During

an interaction, the RobotManager interprets messagestfiose modules in terms of whether
the execution of tasks are successful, which means whdtbgmatch DialogManager’s expec-
tations. However, these messages sometimes also causelibéMRnager to directly call the

DiscourseOperator. This happens when the PAS detectseabte& events in the environment
and the IMS should adjust its behaviors, as discussed irosettl.2.

Both Dialog- and RobotManager can call the DiscourseOpevga the UsabilityManager. This
component takes care of the realization of cooperativeantee behaviors. The Usability-
Manager was added in the second Implementation-Evalu@lyate. Details about the realized
behaviors by this component can be found in section 5.2.

As can be seen, the architecture of the IMS is modular andagsadomain reasoning from the
grounding process: The domain-dependent decisions are im#tk Dialog- and RobotManager
while the DiscourseOperator is only in charge of manipaotathe Discourse and the History
based on the MMPDA model. If this system is to be ported to larotobot system, only the
Dialog- and RobotManager need to be modified. To furthereiase the flexibility of the system,
many decisions are out-sourced to configuration files, austé being hard-coded in the source
code of the program. Section 4.3.3 shows such an example.

4.3.2. Interpreting grounding effects of speech input

Additionally to the architecture presented above, rulegeha be established as to how to in-
terpret user speech input. This responsibility includesftllowing two aspects: (1) How to
interpret users’ speech in terms of their meanings in theailorand (2) how to determine the
grounding effects of these domain contributions of the.uske Speech Understander and IMS
are responsible for the first and the second aspect, regglgctin the following, the relevant
rules that are applied by these two modules are discussed.

The Speech Understander attempts to classify speech infpull® categoriesbased on their
semantic meanings (the first column in Table 4.1). Thesegoats are defined following the
principle of dialog acts. The semantic representation chespeech input that is sent to the
IMS is marked with one of these categories. Upon receivinthé DialogManager of the IMS

Categories Groups

instruction, query, description, manipulation | Independent

correction, deletion Dependent

confirmation, negation, object, fragment Related

Table 4.1.: Classification of speech input

Shuyin Li



4. Developing the Interaction Management System for BIRON 7 8

determines its effects on the grounding state of the systdma steps:

Firstly, the DialogManager examines its membership of ohthe threegroups(the second
columnin Table 4.1) and represents it as an IU with one of iffierdnt “roles”: Members of the
Independent Group propose new tasks and the DialogManegessents them as 1Us that play
the role of a Presentation and initiate a new DefaultEBor members of the Dependent Group,
the DialogManager initiates Delete- or CorrectEx with tleeresponding IUs as Presentation.
Members of the Related Group can only be responses to sysRFgsentation and are, therefore,
classified as potential Acceptance candidate of the cutopriExchange in the Discourse.

Secondly, the DialogManager determines the effect of thve Ihé on existing Exchanges of
the Discourse. For IUs that are created based on members tridependent and Dependent
Groups, the DialogManager calls the DiscourseOperatariy out appropriate state transitions
based on the MMPDA model. 1Us for Related Group members atkduexamined taking into
account the current interaction context. The goal is todie¢ll) whether they are really an
expected Acceptance, and (2) what consequence the cianoeshas. Since this decision has
to be made from case to case and is sometimes also based stibguit is out-sourced to a
XML configuration file, MeaningEffectMatch.xmlin the next subsection, the usage of this file
is demonstrated based on two interaction excerpts.

4.3.3. The usage of the configuration file MeaningEffectMatc h.xml

Consider the interaction excerpts in Table 4.2 and 4.3, kvBirow two behaviors of the IMS.
User’s utterance U2 is identified as Acceptance for BIROMsrance B1 in both excerpts. How-
ever, in excerpt 4.2, the user accepts B1 with a confirmatiile she does this with a negation
in excerpt 4.3. Although in both cases BIRON carries out #messtate transition, T12(e), it has
different consequences for the subsequent interacticeisecf the different propositions of the
two Acceptance.

In excerpt 4.2, the Acceptance U2 confirms BIRON’s assumptiat the user wants it to do
something that it can not do at that moment. Under this cigtante, BIRON decides to ground
the initial Default Exchange (DefaultiExwith utterance B2 by carrying out transition f4m-
mediately after that, BIRON pushes a new Default ExchangdatEx) to inform the user
what she should do achieve her goal given the current sydtm sThese two transitions en-
able BIRON to generate sufficient feedback to the user, wisicdm important mechanism to
handle user operation errors. In excerpt 4.3 however, thatio of the user in utterance U2
lets BIRON realize that it misunderstood the user. Based@understanding, BIRON carries
out transition T3(c), which pushes a Correct Exchange @otix). After the user accepts this

2Support Exchanges that are initiated by users are not cenesidn the implementation.

SUsually, BIRON grounds an user-initiated Exchange only $iiccessfully executes the specified task. However,
even if the execution of the task is not possible, the meswjdhe DialogManager generates to inform the
user of the problem still addresses the user’s Presentatioiis, therefore, considered as Acceptance, too. This
kind of Acceptance is called “Pseudo-Acceptance”.
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88 4.3. Technical realization of the Interaction Managen$istem

Exchange with utterance U3, BIRON retries to ground théahidefault Exchange DefaultEx
This Exchange is updated with the information contained3redd BIRON succeeds in ground-
ing it properly.

U1: Follow me. T1: 5(E, DefaultPre, €) — (AA, DefaultEx;)

B1: Do you want me to follow you? | T3(b): 6(AA, SupportEx, DefaultEx;) — (AMA, SupportExsz)
U2: Yes. T12(e): 5(AMA, Acc ,, g, SUppOrtEx 2) — (AA, DefaultEx 1)
B2: Sorry, | can’t do that right now. | T4: 6(AA, Acc ,, g, DefaultEx 1) — (E, ¢)

B3: You need to first... T1: §(E, DefaultPre, €) — (AA, DefaultExs)

Table 4.2.: User accepts BIRON's Presentation with a coatiion. (U = user, B = BIRON)

U1: Follow me. T1: §(E, DefaultPre, ¢) — (AA, DefaultEx;)

B1: Do you want me to follow you? | T3(b): 6(AA, SupportEx, DefaultEx;) — (AMA, SupportExs)
U2: No. T12(e): 5(AMA, Acc ,, g, Supportex o) — (AA, DefaultEx 1)
B2 How can | help you? T3(c): 6(AA, CorrectPre, DefaultEx 1) — (AMA, CorrectEx 3)
U3 | want to show you something! | T12(f): S(AMA, Acc,, ¢, CorrectExs) — (AA, DefaultEx;)

B3 OK, I'm looking. T4: 6(AA, Acc,, g, DefaultEx) — (E, €)

Table 4.3.: User accepts BIRON's Presentation with a negaflJ = user, B = BIRON)

As can be seen, even if the same transition is to be performadjiven interaction context, the
different propositional information contained in intetiaa contributions affects the selection of
the next transitions. The determination of these effeatesdrom case to case and needs to be
pre-specified in some form for the implementation. To inseethe flexibility of the IMS, this
specification is coded in a configuration file, the so-callezbhingEffectMatch.xml. Figure 4.7
shows the segment of this file that specifies the correspgriiigeptance and next transitions
for the above interaction excerpts.

In the file MeaningEffectMatch.xml, interaction contextrépresented as a combination of the
purpose of the current top Exchange on the Discourse (atierficurrentPurpose” in tag “match”)
and the purpose of its Mother Exchange (attribute “mothg®&se”). In tag “acc”, speech input
of certain group, category or (propositional) content ifireel as a legal Acceptance for the
given interaction context. The tag “nextTransition” spiesi the next transition that should be
performed subsequently. For example, the first specificatieans: Given the interaction context
that the current Exchange initiates a clarification questiad the mother Exchange states that the
user's command currently can not be executed, then the ysetr of category “confirmation” is
the Acceptance of the current Exchange, and transitiorsti@)ld be performed after the current
Exchange is grounded. When starting the IMS, the systenepdine MeaningEffectMatch.xml
into an internal structure. During the interaction, the IBgdManager makes decisions based
on the specifications in this structure. The advantage aigleo is that these domain-related
specifications do not need to be hard-coded in the sourceafdde program so that they can be
easily modified without changing much in the source code.
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<match currentPurpose = "adt_confirmation_question" motherPurpose = "Cmd_cur_impossible">
<acc>
<group>none</group>
<category>confirmation</category>
<content>none</content>
</acc>
<nextTransition>
<transitionNumber>4</transitionNumber>
<transitionSubnumber>a</transitionSubnumber>
</nextTransition>
</match>

<match currentPurpose = "adt_confirmation_question" motherPurpose = "Cmd_cur_impossible">
<acc>
<group>none</group>
<category>negation</category>
<content>none</content>
</acc>
<nextTransition>
<transitionNumber>3</transitionNumber>
<transitionSubnumber>c</transitionSubnumber>
</nextTransition>
</match>

Figure 4.7.: Specification of Acceptance and next transitioa given interaction context: an
excerpt from the MeaningEffectMatch.xml

Note, the file MeaningEffectMatch.xml only specifies caseshich system-initiated Exchanges
expect Acceptance of type, Bsee introduction of Acceptance types on page 46), i.eDialeg-
Manager expects the user to address the current ExchamgdyliHowever, not all Exchanges
initiated by the IMS need to be grounded in this explicit wegpecially when the Dialog- or
RobotManager make general comments (see section 5.1.Eneraje Exchanges only to give
users some feedback for usability reasons (see sectidr). 912 such situations, the IMS expects
Acceptance of type R, or 6 from the user. Such Exchanges are implemented as followh: bo
managers let the DiscourseOperator pop these Exchangesttie Discourse and push them
onto the History immediately after they are created. In thplementation, such Exchanges are
calledEw/oA(Exchange without Acceptance).

4.3.4. General processing flow in the DialogManager

In order to account for different interactional and teclhiteeds, the IMS is implemented in a
flexible way so that it behaves differently when being staxtéth different parameters. How-
ever, the behavior variation mainly regulates BIRON's ity for different purposes (see next
section) and the general processing flow of the system (sdéNiL activity diagram in Fig. 4.8)
stays the same, as discussed below.

Upon receiving multi-modal input from a user, the DialogMger represents it as the content
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90 4.4. Summary

of the Behavior Layer (BLayer) of an Interaction Unit (IU)daanalyzes it. If the user’'s moti-
vation on the Motivation Layer (MLayer) of the IU can not beagnized through this analysis,
the DialogManager considers this IU as initiating an ungdable Exchange and calls the Dis-
courseOperator to push this user-initiated Exchange tret®tscourse. Immediately after that,
the DialogManager creates an |U for itself and initiates a-Befault Exchange (e.g., a Support
or Correct Exchange) with it to resolve the issue. This syst@tiated Exchange is also pushed
onto the Discourse.

If the motivation on the MLayer of the user IU can be recogdjzbe DialogManager makes
the decision as to whether it initiates a new Exchange orldimiviewed as a potential Accep-
tance. For this decision the DialogManager considers thaggmembership of the input (see
section 4.3.2) and the current top Exchange on the Discourse

If the user IU initiates an Exchange, the DialogManageisttie ground it by creating an U
and sending commands to other modules of BIRON on the MLaly#i®1U. Upon receiving
satisfying reply from other modules, the BLayer of this ILhgeates output as reply to the user
and the user-initiated Exchange is considered as grountleen the DialogManager calls the
DiscourseOperator to pop this Exchange from the Discoungepaish it onto the History. If
the Exchange initiated by the user can not be grounded, tleeBialogManager initiates non-
Default Exchanges to clarify the issue.

If the user IU is a potential Acceptance, then the DialogMgnaonsults the configuration file
MeaningEffectMatch.xml, as discussed above, to determvimether it is really an Acceptance.
If so, the DialogManager considers the currently systeitmaied top Exchange on the Discourse
as grounded and removes it from the Discourse. If the uses i the expected Acceptance,
the DialogManager initiates a new non-default Exchangesolre the issue and pushes it onto
the Discourse.

Sofar, the technical realization of the IMS has been dismliswo advantages of the system are
evident: (1) the clear separation of the grounding procesa flomain-related decisions in the
architecture, and (2) the flexible specification of grougdiffects of input as a configuration file.
This technical convenience greatly simplified the impletatan of various interactive behaviors
in the course of the two Implementation-Evaluation-Cycéessdiscussed in the next chapter.

4.4, Summary

In this chapter, technical details concerning the devekarof the Interaction Management Sys-
tem of the robot BIRON for the home tour scenario were disedis$he system was developed
in a way that domain- and system-specific information issmuirced to separate program parts
or configuration files to increase the flexibility and extdnitity. This system architecture is ben-
eficial for the development methodology of implementatevaiuation-cycles, as will be shown
in the next chapter.
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Figure 4.8.: General behavior control in the IMS (IU = Intgran Unit)
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5. Implementing interactive behaviors
In cycles

As mentioned in chapter 1, the development of complex nmuttdtal interactive behaviors for
robot companions is still a young field. It is often not cleathe beginning of the development
what behaviors a robot companion should exhibit to accaumadéceptability. Facing this chal-
lenge, the concept of Implementation-Evaluation-CydeX)l was adopted. This concept is a
part of the so-calledterative development cyc[elul99, ADB04, Hue07a] for HCI application
development. The basic idea is that neither the implemientabr the evaluation of an interac-
tive system should be the end of the development procedsabhshey should be carried out in
a cycle (Fig. 5.1): Functions are implemented and evaluatiéehn in form of user studies) in the
first cycle, then the results from the evaluation are drawonudpr the implementation in the sec-
ond cycle, and so on. This concept ensures that users amentfff involved in the development
process and their needs can be systematically taken ingdsration in the implementation of
an interactive system.

The development of multi-modal interactive behaviors ia S went through two IECs. The
focus of the first IEC (section 5.1) were functions and bebravihat facilitate domain task ex-
ecution and exhibit social awareness. These behaviorsevaiaated in a first user study. The
observations from this evaluation served as the motivdtiothe focus of the second IEC (sec-
tion 5.2): increasing usability. Various new functions drahaviors were developed in this IEC
that was completed with a second user study. The resultsofisler study outline the possible
focus of future work for the IMS, which would start a third IE@ the following, these two stud-
ies are presented in the structure: goal definition, metresuilts, observation and discussion.

Implementatio>
Evaluation

Figure 5.1.: Implementation and Evaluation Cycle (IEC)
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5.1. The first IEC: facilitating domain task execution
and exhibiting social awareness

The foci of the first IEC were determined to directly accowntdharacteristics of HRI, as dis-
cussed in chapter 1: Firstly, the IMS should fulfill the moasie function of an interaction

management system, i.e., facilitating domain task execoutSecondly, the IMS should enable
interactive social behaviors to increase acceptabilitBIBRON. After the presentation of these
functions and behaviors, the user study that was conductexdbiuate them is discussed.

5.1.1. Implementation

This section shows how the IMS facilitates the executionra of the most important domain
tasks in the home tour, the resolution of multi-modal objeterences, and how the system
enables social behaviors.

Facilitating domain task executions

The most challenging domain task that the IMS has to accaimplithe home tour is to correctly
handle multi-modal input of users, especially in case ottitegestures accompanying speech
such as a description “This is a cup.” The solution of the I8e(Fig. 5.2) is based on the
concept of Interaction Units (IUs) in the MMPDA model (seetgm 3.2.2). Recall that an
IU is a two-layered structure consisting of a Motivation eayMLayer) and a Behavior Layer
(BLayer). A verbal and a non-verbal generator are locatethemLayer, which are responsible
for generating spoken language and non-verbal behavioms@iag to the motivation conceived
on the MLayer, respectively. The relationship between #rbal and non-verbal generator can
be, according to Iverson et al. [ICLC99], reinforcemensatnbiguation and adding-information.

In the IMS, the DialogManager represents user input withthwhose verbal generator on the
BLayer is instantiated with an utterance, e.g., “This is p.tuSince the input is of category

“description”, this IU is considered to be a Presentatiat thitiates an Exchange. To provide
Acceptance for this Presentation, the DialogManager firalyaes its BLayer to find out the con-

tent of its MLayer. The result of this analysis is that, in tlegbal generator, what the pronoun
“this” refers to is not clear. Given that the Speech Undedta indicates a possible involve-
ment of a gesture, the DialogManager decides to furtheyaaahe non-verbal generator on the
user’s BLayer, which may provide more information to diségulte the content of the verbal

generator. For this purpose, the IMS activates the OAS @WBjdention System) by sending

a command to the ESV (Execution Supervisor), which perfarnsrresponding transition and
forwards the command to the OAS. The OAS consults with théuee®etector and orients the

pan-tilt camera on BIRON towards the position of the useasc Then, in the current camera
view, the OAS starts to search for a cup.
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Figure 5.2.: Resolving multi-modal object references (GASbject Attention System)

If the OAS succeeds in finding an object next to the user’s hiastbres the image of this object
and its symbolic name “cup” into BIRON’s Scene Model. Aftands, the IMS is informed of the
result and can complete the analysis of the user’s BLayemohbglading that the user intended
to draw BIRON'’s attention to a cup. Since BIRON has locatesl ¢hp, the task is viewed
as executed. As the Acceptance of BIRON, the IMS generatdtamm this IU, the verbal
generator is instantiated with an utterance such as “Ol¢,d&en it.” This IU then grounds the
user initiated Exchange and the DialogManager of the IM#atets the DiscourseOperator to
remove it from the Discourse. If the OAS has difficulty to fifnd tcup because, e.g., no gesture
can be detected, then the IMS asks a clarification questicim @si “Are you pointing to it with
your finger?” Such clarification questions are realized as Bechanges with Support relation
to the current Exchange, which was initiated by the user.alRogxample of such a interaction,
see Fig. 5.3.

Enabling social behaviors

The home tour scenario is not only a learning scenario foiIRbut also a learning scenario
for the user: she probably interacts with a complex robotesgdor the first time. Similarly to
human-human interaction, such a first contact is oftenkyfidut also important. The impres-
sions of BIRON that human users gain during the home tour ffantaheir general opinion on
BIRON. Within this context, two initiative taking behav®were implemented in the IMS that
enable BIRON to demonstrate social awareness, as predssited

Taking greeting initiative: After a user bought a robot and unpacked it at home, she may
have difficulty to start the interaction with BIRON becaugéer lack of knowledge of how to
operate it. In this situation, it may help the user to overedhs difficulty if BIRON can greet

the user on its own. This behavior would imply that the rolm#mwvorks, has already perceived
the user, and can also speak human language. Probably thevaisie reply to this greeting
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vy BIRON(1): Hello human!
—User(1):  Hello!
r Who are you?
&2 BIRON(2): My name is BIRON, if you show me
L something | can remember it.
User(2): OK, um, look, this is a cup.
vy BIRON(3): | beg your pardon?
“—User(3):  This is a cup, umm, here.
iy BIRON(4): sorry, can you use some other words?
‘—User(4):  Thisis a mug!
Bx3 [ BIRON(5): Sorry, | can't find it. Are you pointing
Ex6 to it with your finger?
User(5):  vYes!
r BIRON(6): | know it is sometimes difficult with me,
Ex7 but don't feel discouraged!
L User(6):  (laugh)
L—— BIRON(7): OK, I've found it, it is really nice!

Figure 5.3.: An excerpt from an interaction between a hunszm and BIRON (Ex = Exchange)

intuitively as they do in human-human interaction (Thisuasption is actually confirmed in the
user study reported in the next section). The implementaifahis initiative is quite simple:
Once the PAS (Person Attention System) detects a humanitiitsty it sends a message to the
IMS, which then initiates a Default Exchange to greet hehwiterance BIRON(1) in Fig. 5.3.
Now the user is expected to provide acceptance that she apdndnderstood BIRON which is
usually done by her reply to BIRON's greeting (User(1)). élehe user also asks an additional
guestion about the identity of BIRON. This question is diéess as user’s initiative to create a
Default Exchange (Ex2) that BIRON should ground by answggetire question (BIRON(2) in
Fig. 5.3). If the user does not answer BIRON'’s greeting th& Wbuld remove this self-initiated
Exchange from the Discourse after a pre-defined time and, ttancel the expectation that the
user would reply.

Making remarks on its own performance: Many of BIRON’s modules carry out compu-
tationally expensive processing or are subject to enviental conditions. In a real user-BIRON
interaction, this means that there is a variety of factoas tlan negatively influence the general
performance of BIRON but users know nothing about it. It maipho reduce user frustration
if BIRON has the ability to show that it is also aware of its opnoblems and feels sorry about
it. Based on this assumption the performance evaluatioawiehwas implemented for BIRON.
The IMS realizes this behavior by counting the number of Sujpgxchanges it has initiated for
the current topic. The Support Exchanges are only crea®&RIDN can not provide Acceptance
for user’s Presentation or her reply does not fulfill IMS'pegtation. The amount of Support
Exchanges, therefore, has direct correlation to the ovatataction quality. Default Exchanges
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have similar functions: the more Default Exchanges aretededuring an interaction, the better
is the interaction quality because the user and BIRON caogea to another topic only if the

current one is grounded (or deleted). Based on this perfocenandication BIRON makes re-

marks to motivate users. As to the frequency of these rembgsgistic rules were drawn on:
BIRON makes remarks if it has to create at least three Sujgpahanges for one topic or ground
three Default Exchanges in succession. In the interacttamele in Fig. 5.3, BIRON can not

understand the user’s utterance twice (Ex4, Ex5) and themoafind the object specified by
the user (Ex6), which results in the creation of three SupBgchanges by the IMS in total.

For this poor performance the IMS initiates an Ew/oA (Examawithout Acceptance) with ut-

terance BIRON(6) to motivate the user. If it was a positivaleation result BIRON would say

something like “You are really good at working with me.” Themding style of these remarks is
selected randomly from a set of 3 pre-defined sentences.

After the above functions and behaviors were implementedgea study was conducted to eval-
uate them, as presented below.

5.1.2. Evaluation

To test the impact of the social behaviors, BIRON was conéiduo either demonstrate both
behaviors (extrovert BIRON) or neither of them (basic BIRONhese two types of BIRON
were contrasted in a between-subject design in a user study.

Goal definition

The impact of the implemented behaviors had to be defined iayalat it could be operational-
ized. For the user study, the following three questions wagetified as the most important:

1. Are the different verbal behaviors of the two types of BNR@erceived as different?

2. Does the different perception of BIRON's verbal behawvioave effects on the perception
of other features of BIRON such as its overall performanakiateraction style?

3. Does the different perception of BIRON’s verbal behawibave effects on the subjects’
emotional status?

Method

Fourteen subjects aged from 20 to 37 were recruited from thkefeld University. The task
that they were supposed to perform was showing BIRON obJegirtg on a desk (Fig. 5.4). In
this experiment, BIRON was essentially immobile. Subjewtse divided into two groups: 7
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of them interacted with the basic BIRON (Group B) and the pihwith the extrovert BIRON
(Group E). Each member of the two groups was asked to interitictBIRON twice. In the
first run they only received minimal instruction: they sttbakk BIRON what it can do and then
make BIRON to do it. This means, in this run, the subjectsadied with BIRON without any
knowledge about BIRON'’s technical limitations and langeiagpabilities. Neither were subjects
aware of the purpose of the interaction. In the second runstiijects were asked to interact
with BIRON again after they viewed a demonstration video nicki a developer performed an
“ideal” interaction with BIRON. Besides, they also recahan example dialog that exemplified
an “ideal” dialog between BIRON and a user. Altogether, eabject interacted with BIRON
more than 7 minutes and the first run usually took one or twaitegsimore than the second run.
After the experiment the subjects were asked to fill out a tijp@saire.

Figure 5.4.: The setup of the user study in the first IEC

To answer the first goal question subjects were asked to iiROB's personality. As also
assumed by [WDK-05], different behaviors of a robot can cause subjects togder the robot
as having different personalities. Four selected per#grnedits were used for the purpose. They
are derived from the personality dimensioitroversion vs. extroversiotihat was proposed by
Eysenck [EE75]. This dimension can be more easily assakvwaité visible behaviors and, thus,
is more suitable for the study than his two other dimensiaesifoticism vs. emotional stability
andpsychoticish The 4 traits are thoughtful vs. talkative, peaceful vsspansive, quiet vs.
active, and reserved vs. impulsive. The subjects rated BIR@ersonality for each of the 4
traits using a 5-point Likert scale, e.g, 1 is very thoughafud 5 is very talk-active. For the user
study, it is sufficient to assume that the higher value a safleitem in the Likert scale is, the
higher is the tendency of the subject to classify BIRON'sspaality as extrovert.

To answer the second goal question four performance pradeBIRON were listed that occur

most frequently: BIRON loses the subject during the intéoac BIRON does not understand
subject’s utterances, the dialog with BIRON is restrictedatrelatively small vocabulary and
BIRON does not look in the direction of the subject’s gestusebjects were asked to rate for
each of these problems their degree of annoyance in a 5 pikattlscale. The associated
guestion in the questionnaire was “How annoying were thieiohg technical problems for

you?” Additionally, we also asked users if they think theenaiction style realized on BIRON is
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intuitive.

To measure users’ emotional status after the interactiom BIRON they were directly asked
whether they like BIRON or not.

Results

In the chart in Fig. 5.5 the result of the BIRON personalityesion is illustrated, the x-axis
represents the personality tendency of BIRON rated by thgests and the y-axis indicates
the number of subjects who selected the corresponding itentbe four traits. In Group B,
subjects interacted with the basic BIRON and most of theraghoBIRON tends to be introvert.
In the Group E, the social behaviors of BIRON did lead to antyedifferent picture than in
Group B: extroversion is the most perceived personalitdéey of BIRON even if the result
is more distributed than in case of Group B. For a better wstdeding of the results, Table 5.1
summarizes the average values for the perceived person&BIRON in both groups, which
are derived from the their rating values for the four traits.

Group B Group E

2 10

number of subjects
o N S o e
|
number of subjects
o N B [o20e ]
|

[] Thoughtful [l Peaceful vs [ ]quiet vs. active [ ] reserved and
vs. talkactive responsive impulsive

Figure 5.5.: The result of the question: "What do you thin&wtihe personality of BIRON?"

very introvert| neutral| extrovert very
introvert extrovert
Group B 1.25 4 15 0.25 0
Group E 0 1.5 15 2.75 1.25

Table 5.1.: Average rating results of subjects concernifiRCBN’s personality

Figure 5.6 shows the results of the question concerningestddjannoyance level when they
are confronted with BIRON'’s technical problems. Here, gldlidifference in subjects’ general
annoyance degree can be recognized. It can be even saidehdiars of Group B seem to be
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generally more angry about the technical problems tharetim&roup E, which is demonstrated
even clearer in their average values for technical problerable 5.2.

Group B Group E
" 1
10

7

5

number of subjects

2
1 -

14
0

I " e

number of subjects

[[] Lost me [l Didn't un- []Restricted di- [ ] looks in the
derstand me alog wrong direction

Figure 5.6.: The result of the question “How annoying weegeftllowing technical problems for

you?”
very annoying| neither... not not at all
annoying nor... annoying| annoying
Group B 2.75 1.75 1.75 0.5 0
Group E 1 2.75 2 0.75 0.25

Table 5.2.: Average rating results of subjects concernifi®RCB\'s performance problems

On the issue of perceived interaction style, twice as maiests in Group E agreed to the
guestion as members of Group B (see Fig. 5.7).

Group E
Group B

28.57%

57.14%

‘D Intuitive B Not intuitive ‘

Figure 5.7.: The result of the question “Do you think the iatgion with BIRON is intuitive?”
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The chart in Fig. 5.8 illustrates the potential emotion&efof BIRON'’s different verbal behav-
iors. This result is a clear evidence for the effect: the ewming majority of Group E liked
BIRON while only a small minority of Group B held the same eront

Group B Group E

28.57%

85.71%

[ Yes Il No

Figure 5.8.: The result of the question “Do you like BIRON?”

The results of this study suggest that the two types of BIRGIXevwnmot only perceived as differ-
ent, but the subjects’ perception of BIRON's general penfance and the interaction style were
also affected. Furthermore, subjects of Group E (extrd®d#RON group) even felt emotionally
animated in contrast to members of Group B. Therefore, thelteof the study are a strong
evidence for the hypothesis that the two social behaviopamented for BIRON had positive
impact on the subjective interaction quality, which wasittigal goal for the implementation.

Observation and discussion

During the user study, observations were made from the petisp of the system devel-
oper [LWO7]. In spite of the generally positive results oé tstudy, the following three defi-
ciencies of the system were identified, that seriously deae the usability of the entire system:

1. Insufficient robustness of the speech input controlThe major technical problem during
the user study were speech recognition errors (as also csaeben Fig. 5.6). The detailed
performance analysis of the Speech Recognizer revealed#sde its own problems, the
control of the speech input by the Person Attention Systé)Raused a lot of problems,
too. Recall that the PAS only activated the Speech Recogifitsuccessfully detected a
face, sound and two legs in the same direction. Due to theuetstedness and complex-
ity of real environments, signals that the PAS received woéen noisy which resulted in
incorrect processing results. The consequence was thantiie speech processing some-
times could not be started because of processing errorg IRAB. The analysis of videos
that were recorded during the experiment shows that, inttstardin, only 63.47% of all the
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utterances issued by the 14 subjects were forwarded by tBad’the Speech Recognizer.
In the second turn, it was slightly better: 74.91%. The radsothe improvement in the
second run probably lay in the reduction of negative effettser behaviors. By imitating
the person in the demonstration video they behaved moret'gu speech, posture and
gesture, which helped the robot system to produce correattse Nevertheless, for most
subjects, BIRON’s frequent silence was very confusing.

2. The inability of the system to communicate BIRON’s perceptbon and internal states:
In fact, even if BIRON did not react verbally to user’s speagtut, the PAS did perceive
differences in the current physical and social environmeérttie problem was just that
BIRON had no possibility to communicate this perceptionnsglder the following case:
One of the female subjects spoke with very low voice in higiclpso that the Speech
Recognizer most of the time interpreted her voice as noidel@mnot forward it for further
processing. Puzzled by no reaction from the robot, the subject lookedifently in the
direction of the experiment supervisor and asked why thetrdiol not react. Knowing that
his own voice could also influence the robot’s perceptiolmefdnvironment, the supervisor
tried to use gesture to make clear that he could not intervEme subject seemed not to be
able to interpret the meaning of the supervisor’s gestud drerefore, went a few steps
towards him so that she was out of the range where the robtut petceive her as a human.
Then the subject came back and tried again, in vain. In thislevprocess, although the
robot went through different internal states (person detk@erson interaction intention
recognized, person lost, person detected, person intamaotention recognized), there
was no visible reaction from the robot. For the subject theraction was a very frustrating
experience. To communicate BIRON's perception, its onlijpatimodality, speech, is
obviously inappropriate. It is not possible, e.g., to IeRBIN repeatedly generate output
like “I see you, | see you, | can’t see you...” because suckdpeutput would interrupt
the “normal” interaction. However, this kind of informatiacan be considerably better
communicated with non-verbal modalities that are unobteuand can represent static
information that is updated only occasionally [LWOQ7].

3. The lack of self-explanation: BIRON operates mainly in the pattern of a finite state-
machine, corresponding to the structure of its central negdhe Execution Supervisor
(see section 4.1.2). This means, BIRON can only executeioge sask at one moment.
Furthermore, the “task” is defined in a purely technical ser example, “greeting” is
a task because only if the user says “Hello” after the PASatieteer, the system is able to
assign the user the status of “interaction partner” anddaisuattention on her. However,
for most users, “greeting” is hardly a task and it is oftenfasmg why they could not
show BIRON any object without saying “Hello”. Since the setis were not aware of
such pre-defined order of interaction state transitionsy thften proposed illegal tasks,
i.e., tasks that can not be executed in a given system statsuch situations, the IMS
generated a Pseudo-Acceptance “I can’t do that right noawiéVer, this feedback turned

1The Speech Recognizer of BIRON is trained with predomiyatehle voices and, therefore, does not work
particularly well with female voices.
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out to be insufficient because the users still did not knowtwhiey could do so that BIRON
could perform the task in the next moment. For such situatitre system should be able
to behave cooperatively by explaining its capabilitiesegithe specific system state and
providing instant help.

The author’s observation also revealed a problem in thererpatal setup. Neither in the first
nor in the second run the subjects were told the purpose ointbeaction, i.e., showing the
robot some objects so that it can use them to perform tasis [Bhe home tour scenario was
obviously not an intuitive robot application field for manygects: Five of the 14 subjects did not
ask BIRON “What can you do?”, as instructed in the first tumt, ‘®What can you ddor me?”.
Additionally, six of the subjects asked BIRON “What is tHis&nd pointed to an object after
BIRON said “You can show me something and | can remember ippakently, some subjects
had their own mental image of robots that they should do sloimgfor a human instead of vice
versa. That also a robot needs to learn something througlactton with a human seems not be
a part of the popular image of robots.

Based on the observations, the focus of the second IEC wasnpilie realization of functions
and behaviors that increase the usability of the entiretreypstem.

5.2. The second IEC: increasing usability

To solve the three usability problems listed above, in tleesd IEC, the control over the speech
input was transfered from the PAS to the IMS, non-verbal lbaek capabilities were realized
and cooperative behaviors were implemented to help uséd tnicky interaction situations.

5.2.1. Implementation
Controlling speech input

As presented in section 4.1.2 (page 78), the PAS recogneasinteraction intention by ana-
lyzing the combination of various percept: whether humgs Ere moving, whether the human
is facing the robot and whether sound comes from the sametidineas all the other signals.
This approach is a purely bottom-up approach, i.e., thetyuzla decision totally relies on the
quality of signal processing. In a complex and unstruct@mdronment as a human home, it is
likely that the signal processing fails from time to timetHére are no other possibilities that can
correct erroneous decisions of the PAS, the performanckeoémtire system can be seriously
affected. To enable additional decision making mechantem]MS takes over the control of
the speech input in the second IEC. More specifically, thee@p&ecognizer (and the Speech
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Speech Input

no

is "Reset"?

IMS in interaction?

no

return true

person face detected?

no es

IMS awaits input? person gazes at BIRON?

return true

es

return true

return false

no

IMS awaits input?

Decision based on speech inputg»-), PAS information{@@» ), and the state of the #ii» ).

Figure 5.9.: Decision making hierarchy: whether to consitde input from the Speech Recog-
nizer (via Speech Understander)

Understander) are now active all the time and the IMS deacidhegher to consider their process-
ing result or not. The goal is to draw upon other informatioriacilitate the decision making
process.

In addition to the information delivered by the PAS (rechhtthere is a direct communication
channel between the PAS and the IMS), also the semanticsessgion of the input and the
state of the IMS, i.e., the current dialog context, are atdd to the IMS. This additional infor-

mation enables the IMS to make the decision in a combinedlitom, bottom-up manner. After

extensive testing, the decision making hierarchy as ihiist in Fig. 5.9 was established. Two
criteria guided the construction process of this hierargngcticability and potential costs of not
considering certain input.

If the semantic representation of the input suggests at*aswill always be considered. This
policy is established because it enables not only the use$nithe developer to reset the entire
system to its initial state at any time when something serigoes wrong. This command is
especially handy to check whether the communication betwgstem modules is still working,
which is often the reason for “mysterious” technical prolde Of course the Speech Recognizer
can have delivered the wrong result, however, the cost afaridering it would be much higher
than considering it erroneously.

If the semantic representation of the input does not suggésset”, it is crucial to check out
whether the IMS has already started an interaction with g or not. If the IMS is not yet
in interaction with a user, then it relies on the informatadrthe PAS as to whether a person is
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detected. The IMS considers the speech input only if a peranrbe found.

If the IMS is in interaction with a user, the semantics of gLt has to be looked at first. Ifitis a
“stop”, it should be considered anyway. This policy has tyafelevance because a robot should
be able to be stopped in any situation to avoid possible dantaigs user and environment.

If the input is semantically not a “stop”, the IMS draws upaformation delivered by the PAS.
If a human face can be detected and this face is oriented toliot, then the speech should be
considered. In fact, this is the most ideal case: a user akapgto BIRON while looking at it. If
no human face can be detected, the IMS looks at its own stdtes IMS expects user reply, i.e.,
if the IMS has just initiated an Exchange that needs to be@tgdly grounded by the user, then
the IMS considers the speech. If the IMS has no expectatiabandons the input. This policy
adds top-down knowledge into the decision making proceg€an remedy erroneous results of
the signal processing by the PAS.

If a human face can be detected, but it is not oriented to thetrdhen it is crucial to look at
whether other persons are around. If so, then the currenisipessibly talking to that person
and the IMS dose not consider the input from the Speech Remxgnif there are no other
persons around, the IMS again checks out whether it expsetsnput and considers the speech
only if the user is expected to reply.

This combined top-down, bottom-up decision making hidrartuirned out to be much more

robust than the previous approach in the evaluation of tcergeIEC. In case that the IMS

decides not to consider the processing result of the SpeechdRizer, which can still be an

erroneous decision, users should be informed of what isdr@pg. This was one of the reasons
why non-verbal feedback capabilities were enabled in th8.IM

Enabling non-verbal feedback capabilities

The goal of the realization of non-verbal feedback capdslis to enable BIRON to communi-
cate (1) its perception, i.e., what it “sees” and “hears” é)dts internal states during the inter-
action. Besides, non-verbal feedback concerning the lsae@eness of BIRON can prevent it
from making too much social comments verbally and becomeying in a long interaction.

In the second IEC, non-verbal feedback is provided by a airttharacter called “Mindi”
(Fig. 5.10), which is displayed on the touch screen of BIR®AhdIi is a cartoon represen-
tation of BIRON and its large thought bubble is also visibl&e content of the thought bubble
is intended to communicate the perception of BIRON and thwiges of Mindi essentially
represent the system states. The choice of this charactetigated by Green and Severinson-
Eklundh [GSEO03], who advocate the powerfulness of a lite-tharacter in HRI. In the follow-
ing, how perception, internal states and social awarerfeBEIRON are represented by Mindi is
discussed.

Regarding the perception, it is important to communicatg BHRON does not react in some
situations, especially in case that the IMS decides notdogss the incoming speech because of
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Figure 5.10.: Mindi in its default posture and its thoughbbile (indicating that it can “see” its
interaction partner)

090 590 09 Q 0@ Q @6
2 | (2
@ (o © )

Figure 5.11.: Communicating BIRON's perception: (a) nosperis found, (b) instable signals
(no human face can be detected, animated), (c) the humamdbgaze at BIRON,
and (d) another person is visible (animated)

ambiguity of the signals. As discussed in the previous sedBee Fig. 5.9), the reasons can be
(1) no person is found; (2) no human face is detected; (3) timeam does not gaze at BIRON;
and (4) another person is visible. In these cases, diffeneages are displayed in the thought
bubble (see Figure 5.11).

The internal states of BIRON are represented with diffepagtures of Mindi or the combina-
tion of Mindi and its thought bubble. Figure 5.12 shows treeamples. Note, BIRON's internal
states may not correspond to its visible behaviors. For ei@mvhen the state of BIRON is
“following”, it follows a person by trying to always keep arta&in pre-defined distance to the
user. This behavior enables BIRON to automatically adjissspeed to that of the user. When
the user stops, BIRON also stops (because of the pre-defisthce to the user). This means,
although BIRON is still in the state of “following”, it has ghically stopped. This inconsistency
of an internal state and the external behavior is confusingrfany users and they do not un-
derstand why they have to say “stop!” although the robot h&sdy stopped. Therefore, for
such cases, non-verbal feedback is enabtiitionallyto the verbal reply “OK, I'm following”.
Independently of the physical movement or “non-movemehBIRON, as long as it is in the
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001101000111001
110010101011110
001011011000101
110011100110110
100100011010101

(a) (b) ()

Figure 5.12.: Communicating BIRON'’s internal states: (88N is processing something (an-
imated) (b) BIRON is following the user (animated), (c) BIROsuffers” from
severe technical failure.

(a) (b) (c)

Figure 5.13.: Communicating BIRON'’s social awareness:B{®ON does not understand the
user, (b) BIRON is embarrassed at its performance problgB|RON is surprised
that the user suddenly leaves.

state “following”, the animated image of Mindi is displaygte Fig. 5.12 (b)). This is intended
to make users aware of the actual internal state of BIRON.

The social awareness of BIRON, such as its awareness of itspewWformance problems (see
section 5.1) is signaled by Mindi or verbal feedback or bddpending on the seriousness of the
problem. Figure 5.13 shows some examples of how social aeasds represented by Mindi.

The activation of different images of Mindi and its thoughitbble is controlled by the IMS.
Whenever it is needed, the Dialog-, Robot- or UsabilityMgeracreates an 1U, the Behavior-
Layer of which is instantiated by the appropriate modalityrmdalities. More specifically, on
the BehaviorLayer, the verbal generator can be instadtiatth a plain text, which is intended
to be synthesized by the Speech Synthesizer. It is alsolpjeshiat the non-verbal generator

Bielefeld University



108 5.2. The second IEC: increasing usability

Ex2
R: You have to... so that ...
Default
R: | can’t do that (Pseudo—Acc) R: I can’t do that (Pseudo-Acc)
Ex1 Ex1
U: do X. U: do X.
(a) less cooperative behavior (b) cooperative behavior

Figure 5.14.: Less cooperative vs. cooperative behavidrsUser, R = Robot, Ex = Exchange,
Acc = Acceptance)

is instantiated with the link to a specific set of images of diand its thought bubble, which
should be displayed on the touch screen. In some situatiatis,generators are instantiated to
emphasize BIRON’s motivation, e.g., in case of system Staliewing”.

Non-verbal feedback capabilities enable the system to asmoate more information than it
is possible with only speech. However, this information eherepresents system states as a
consequencef the user’s behavior, i.e., these capabilities can hardlyence the behavior of
the user directly. For example, in case that a user propaegal” commands that can not be
executed by BIRON given the current system state, it is fitseht for Mindi to only demonstrate

a sorrowful face. The system should be able to make the useeaxthe problem and help her
out of the situation. Such cooperative behaviors are alpbaitky addressed in the second IEC
and are discussed below.

Enabling cooperative behaviors

One of the advantages of the MMPDA model as an agent-baskddieodel (compare to chap-
ter 2) is that the interaction states are relatively indejeen of those of the domain tasks. This
advantage enables the realization of different interadtighaviors given one single domain task
state.

Consider the example of “illegal tasks”: Once the user psegsuch a task, the DialogManager
of the IMS, as usual, represents the user’s input as an llatinig an Exchange, say ExKnow-

ing that the task can not be executed in the current roba,dta¢ DialogManager can create a
“Pseudo-Acceptance”, which only informs the user of thebfgm by generating “Sorry, | can't
do that right now.” (see Figure 5.14 (a)) Alternatively, tb@alogManager can also choose to
generate an additional Exchange, say,Ha tell the user what she should do, given the current
robot state, to achieve her goal (see Figure 5.14 (b)). Theskauld be viewed as a Ew/0A
(Exchange without Acceptance) because the user shouldirayp®ssibility to either follow the
IMS’ suggestion or not.

The flexibility of the MMPDA model enables the realizationaohumber of cooperative behav-
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Interaction situation

Cooperative behaviors by BIRON

Exchange initiated

User proposes a task that can not be
executed given the current system state

initiating a confirmation question
whether the user really meant it

a normal SupportEx

User confirms the illegal task

initiating a suggestion what she
should do to achieve her goal

a Ew/oA with grounding
relation Default

User proposes a task that can not be
executed in general

initiating a confirmation question
whether the user really meant it

a normal SupportEx

User confirms the impossible task

informing the user of general
capabilities of BIRON

a Ew/oA with grounding
relation Default

Interaction starts

informing the user of how to
interpret Mindi

a (set of) normal
DefaultEx

User proposes illegal tasks a normal DefaultEx
repeatedly or BIRON frequently

has performance problems
User agrees to reset BIRON

initiating a self-reset

performing a self-reset a Ew/oA with grounding

relation Default

Table 5.3.: Cooperative behaviors and their realizatiow/' ¢& = Exchange without Acceptance)

iors, as summarized in Table 5.3. These behaviors and teeaation situations in which they
should be exhibited are specified in an external configurdiii® so that they can be easily mod-
ified. In the IMS, the responsibility to realize these bebawis taken by the UsabilityManager,
which can be switched on and off when starting the IMS witlfedént start parameters.

To find out whether these new functions and behaviors reallydd to increase the usability of
the system, a second user study was conducted to evaluate the

5.2.2. Evaluation

In the evaluation, two versions of the system were contdasteeach other. The “cooperative
BIRON” was able to demonstrate both social and cooperareatiors (see section 5.1.1 on
page 95 and section 5.2.1 on page 108), while the “basic BIR@As$ passive and behaved in
the same way as the basic BIRON in the previous user studyetawfor both types of BIRON,
the speech input control lay in the IMS and also Mindi was é&tfor both cases.

Goal definition

The goal of the user study was to evaluate the effectivemebthe efficiency of the implemented
behaviors in the second IEC. More specifically, it was inezhith answer the following questions:
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1. Is the control of the speech input by the IMS more robust thathe PAS?

2. Can the virtual character Mindi sufficiently convey infation on BIRON'’s perception
and internal states?

3. Are people who interacted with the cooperative BIRON nearecessful than those who
interacted with the basic BIRON?

Method

For the study, eighteen subjects aged from 16 to 34 wereitedrand the majority of them were
in their mid-twenties. Before the interaction, all of theeteived a written instruction includ-
ing the following information: the background of the homeartscenario, a brief description of
BIRON's capabilities, the specification of their task in #eriment and a short list of utter-
ances that BIRON understands. The subjects were given St@sititne to read the instruction
before they interacted with BIRON. The main task in this expent was to show BIRON a

room. More specifically, the subjects were supposed to IRCB follow them to the center of

the room, tell BIRON that the room is the kitchen and lead BNR@xack to their starting position

(Fig. 5.15). It was not allowed for the subjects to take tstrurction with them during the exper-
iment. Nine of the subjects interacted with the cooperdNRON (Group C) and the other nine
with the basic BIRON (Group B). After the interaction, whitdok about 6 minutes in average,
the subjects were asked to fill out a questionnaire.

Figure 5.15.: The setup of the user study in the second IEC

To answer the first goal question, the reaction rate of BIRCi$ weasured by analyzing the
videos recorded during the experiment. The utterancesdsby subjects in total and the fre-
guency that BIRON actually generated a feedbeetbally were counted. The result was in-
tended to be compared to the observations of the first usdy g¢ee page 101). To answer the
second goal question, the subjects were asked the que&tiom often did you feel that you

knew what was going on in the system?”. The result of this fuiesvas also compared to that
of the first study because subjects in that study were alsedatks question. To answer the
third goal question, a record about the interaction resuttether it was successful or not) as
well as the length of the interaction was taken for each stibjehe second and the third goal
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guestions were intended to be answered separately. Howleeeesults of the study revealed an
unexpected but interesting relationship between thesetigstions.

Results

The results concerning BIRON reaction rate in the first amdsircond user study are contrasted
in Table 5.4: the performance improvement in the secondystudlearly visible. While in the
two runs of the first user study about 1/3 and 1/4 of user uttaswere ignored, the combined
top-down, bottom-up approach to speech input control ofith® archived a reaction rate of
96%. This result is more convincing given that BIRON was e8aly immobile in the first
user study and the environmental conditions were thus ntafdesthan in the second study.
Furthermore, even in the 4% of all the interaction situatishere BIRON did not react verbally,
non-verbal feedback generated by Mindi was visible to ueas gave them hints as to what
was happening. The usefulness of Mindi was further confirbnetthe results of the second goal
guestion.

Study | Interaction condition User utterance total | Utterances BIRON reacted to | BIRON reaction rate
1st |1strun: interaction after a minimal instruction 375 238 63.47%
(no information on BIRON’s abilities)
2nd run: interaction after a maximal instruction 259 194 74.90%
(demo-video and example dialog)
2nd |interaction after a short instruction 501 481 96.00%

(home tour and language capabilities)

Table 5.4.: BIRON's reaction rate in the first and the secoset study

The results of the question “How often did you feel that yoewrnwhat was going on in the
system?” in the two user studies are contrasted in Table Bhg.improvement in the second
user study is clear: While half of the subjects felt that themely knew what was happening in
the first study, 72.22% in the second study believed thatkhew it most of the time during the
interaction.

always | most of the time | sometimes| rarely | never
1st study | 0.00% 28.57% 14.28% 50.00% | 7.14%
2nd study | 11.00% 72.22% 11.00% 0.00% | 5.56%

Table 5.5.: User confidence in their knowledge about systatesin the first and second user
studies

The answer of the third goal question (whether members oGtioeip C were more successful
than those of the Group B) was, at the first glance, negativembgrs of both groups were
similarly successful and they completed the task in simitae. Even their reaction to many
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guestions from the questionnaire was similar: they seembd fjuite satisfied. However, closer
examination of their behaviors revealed that, to achievélar success as members of group C,
group B members (1) more frequently made use of informatromiged by Mindi, and (2) had
to be more active in the interaction. The following two paegans provide evidence for these
two claims.

Figure 5.16 illustrates the result of the multiple choiceegfion “What do you think about
Mindi?” Although the majority of members of both groups aggtehat they had fun with Mindi,
five members of Group B believed that Mindi provided impotiaformation to them (compar-
ing to only one person of Group C). Additionally, three fromo@Gp B thought that it is strange
to see a small robot on a big robot, which was actually the n@jacern of the author when
designing Mindi. In comparison to Group B members, Group @nimers seemed to be more or
less indifferent to Mindi in general. The result of the qimstHow often did you look at Mindi
during the interaction?” is shown in Fig. 5.17. While the ardy of Group B members said that
they did it most of the time, no clear tendency can be identdieong Group C members. Ap-
parently, members of Group B paid more attention to Mindi appreciated it more than Group
C members. The reason is probably that Group B members hati/torr information provided
by Mindi more than Group C members.

1
Mindi provided
important informa-
tion for me

With Mindi, the in-
teraction was more
fun

There is no differ-
ence whether Mindi
is there or not

Mindi is annoying

It is strange to see
a small robot on a
big robot ‘ ‘

0 1 2 3 4 5 6 7

[ Group B [l Group C

Figure 5.16.: The result of the question “What do you thinkw@tMindi?”

The analysis of the videos that were recorded during thererpat revealed that members of
Group B issued about 1/3 more utterances than Group C meralbeosigh the average interac-
tion lengths of both groups were similar (see Table 5.6). rElason for this discrepancy was that
the cooperative BIRON often took initiative to help subge(dee page 109) so that the amount
of utterances that they had to initiate (and also to repeease of illegal tasks) was lower than
Group B members. This is an indication that the interactietwieen the cooperative BIRON
and the Group C members was rather balanced, while Group Boersrhad to be active all the
time, e.g., to try different commands in case of illegal sask
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Always

Most of
the time

Some-

times
Rarely
Never

0 1 2 3 4 5 6 7

[ Group B [l Group C

Figure 5.17.: The result of the multiple choice questionviHidten did you look at Mindi during
the interaction?”

Group| User utterance total | Average interaction length
B 303 6.37 min.
C 198 6.26 min.

Table 5.6.: Total amount of user utterances vs. interad¢iogth

As a summary, the performance improvement realized by theltovn, bottom-up approach to
speech input control by the IMS was fully confirmed in the usteidy. Further, the ability of
Mindi to communicate information on the perception andeiysstates of BIRON was acknowl-
edged by the majority of subjects. Although the similar &sscrate of members of both groups
did not support author’s initial hypothesis, which was assted with the third goal question,
the result did reveal a potentially higher cognitive load &oup B members. If the task that
the subjects needed to accomplish was more complex, theased cognitive load may have
actually resulted in less success in task execution. Thig ofurther discussed below.

Observation and discussion

The second user study was quite successful in general. Apanttwo female subjects who
spoke with low voice in high pitch and, therefore, had maspioblems with the Speech Recog-
nizer, all the other subjects successfully finished the lms&asonable time. They also seemed
to be satisfied with the performance of BIRON. However, thespbations made during the user
study pose new challenge for the IMS.
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The cooperative BIRON was quite verbose. It took both t&sted and social initiatives to
help and comfort its users. Since the subjects involvedighgtudy interacted with BIRON only
once and for the first time, this kind of behavior was welcoiewever, if BIRON should “ac-
company” subjects on a long term basis, this behavior coetdime annoying to some subjects.
The basic BIRON was not at all verbose and the subjects needeel very committed to the
interaction and to be attentive all the time. Although in kbveg term subjects may have better
knowledge about how BIRON works, this kind of passive betwagof BIRON could create dif-
ficulty at the beginning. This means that users’ differenéle of interaction experience require
different levels of initiative behaviors of BIRON.

In both the first and the second user study, various intenastiyles of subjects were observed.
Although all the subjects received the same instructiomesstarted the interaction with “How
are you, robot?”, some with “What can you & me?” and some other strictly followed the
instruction. This finding reveals that users’ personalgnezices in their interaction with a robot
vary and it is conceivable that they hold different views loa $ame behavior of a robot.

As can be seen, personal differences in interaction expaziand preference affect acceptability
of a robot. Given that BIRON is intended to “live” with a human a long term basis, it should
be able to account for these differences. In another woedMi$ should be able to automatically
adapt its choice of interactive behaviors to users. Altlidihg realization of this ability is beyond
the scope of the current work, it should be one of the most ntapbgoals in the future.

5.3. Summary

In this chapter, the implementation and the evaluation nbua interactive functions and behav-
iors of the IMS were presented. These functions and behainctuded resolving multi-modal
object references, exhibiting social awareness, comigpipeech input, enabling non-verbal
feedback capabilities and cooperative behaviors. TheHest functions and behaviors were not
planned at the beginning of the development, but based dnslght gained in the evaluation of
existing ones. Nevertheless, these new functions and mekavere easily implemented without
any modifications of the MMPDA model itself, which confirmsthowerfulness of the model
in terms of its flexibility. The implemented functions andhlbgiors greatly contribute to the
interaction quality of the robot system, as evident in the éwaluations. The observation made
during the second user study suggests that the IMS shouldl®éoeadapt itself to various inter-
action experience and preference of users to account fgrtkenm interaction. The realization of
this ability is the focus of the future work, which will be ther addressed in the next chapter.
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6. Conclusions

The goal of the current work was to develop an interactionagament system for a mobile robot
companion. In comparison to many desktop computer appitgitsuch a robot poses a number
of new scientific questions that need to be addressed byétaction management system. More
specifically, the interaction management system shoufdl file following 8 requirements of
Human-Robot Interaction (HRI): (1) handle cooperativerattion, (2) enable mixed-initiative
interaction style, (3) separate interaction from domask texecution, (4) account for multi-
modality of embodied interaction, (5) facilitate recogprit of interaction initiated by users, (6)
make use of different modalities in a meaningful way, (7)@@aocial behaviors, and (8) con-
tribute to the usability of the entire robot system. In thereat work, a powerful computational
model of multi-modal grounding, the MMPDA model, was propdshat was implemented iter-
atively for the Interaction Management System (IMS) of tbleat BIRON. This model and the
implemented system completely fulfill the 8 requirements, dhus, stand out as one of the first
comprehensive interaction models and systems in the field HR

The MMPDA model views embodied interaction as a coopergineeess between interaction
participants to establish mutual understanding. This gseds called grounding. Grounding
takes place in segments of interaction called Exchange=y dite stacked together via Grounding
Relations and construct an interaction. An Exchange canitberanitiated or grounded by
a contribution of interaction partners in form of an Intdérae Unit. Each interaction partner
maintains her own private model of the on-going interactidmch is updated upon arrival of
a new Interaction Unit. The private model is thus organize@ atack containing ungrounded
Exchanges. The states of the stack update following rulagash-down automaton. This model
fulfills the first four requirements of HRI:

Firstly, the MMPDA model views interaction as a cooperatlmiween interaction partners,

whether they are humans or artificial agents. The intenaqi@rtners are considered as pos-
sessing similar mental capabilities of interaction andrtbentributions to the interaction are,

therefore, represented using the same structure: Ink@madhits. These units update the pri-

vate interaction model of interaction partners followitng tsame rules. This way of viewing

interaction naturally supports cooperative interactluat is required in learning scenarios.

Secondly, the concept grounding is based on the obsenthibmteraction participants are will-
ing to go on with the interaction only if they are sure thaiitleentributions to the interaction are
understood by their partners. When the partner does noidedle evidence of understanding,
the initiator of a contribution is highly likely to initiateew contributions to support the ground-
ing process of her interaction partner. This means, inrgatcan be taken by either interaction
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participants whenever there are problems in understan8inge the MMPDA model represents
contributions of interaction partners using the same sireqthe Interaction Units) either part-
ner is allowed to take initiative by creating these units witds needed. Thus, the MMPDA
model account for mixed-initiative interaction style.

Thirdly, the state of the private interaction model of eactelaction partner is only updated
when an Exchange is initiated or grounded by an Interactioit. Ihis means, the power that
drives state transitions in the MMPDA model is not directbnthin task states, but the ground-
ing effects of individual Interaction Units. The asso@atof domain task states with grounding
effects of Interaction Units can be determined flexibly ie tmplementation and can also be up-
dated online during the robot operation. This feature oMiWMPDA model separates interaction
from domain task execution as required by HRI.

Fourthly, the contributions of interaction partners afgesented with Interaction Units that con-
tain a modality-independent Motivation Layer and a mogladiépendent Behavior Layer. On the
Behavior Layer, verbal and non-verbal generators can be tasgenerate verbal messages and
non-verbal expressions for the given motivation. Thisdtrte is able to separate the interaction
motivations from their manifestation and thus account faitmmodality of interaction.

The implementation of the MMPDA model in the IMS for the ro8IRON went through two
Implementation-Evaluation-Cycles (IEC), in which uselgypd an important role in determi-
nation of implementation foci. In the course of the IECsjmas functions and behaviors were
realized that fulfill the last 4 requirements of HRI and tH@nefits were also proven in the two
user studies:

The recognition of interaction that is initiated by usersiiBighly challenging task in unstruc-
tured real environments like a human home. More specifictily system should be able to
distinguish speech that is directed to the robot from hunp@esh coming from other sound
sources such as TVs and humans who are not involved in thexatien. The IMS recognizes
the intended speech of BIRON's interaction partner by ateréng the semantic representation
of the incoming speech, the current dialog context and theder of the interaction partner. In
the evaluation, this combined top-down, bottom-up apgrdaamed out to be much more robust
than the purely bottom-up approach originally adopted lntler system module of BIRON.

Based on the structure of Interaction Units, the IMS canlg&sindle different modalities for
the input analysis and feedback generation. In the first tBiS,structure was used to facilitate
the resolution of deictic gestures accompanying speechin@the interaction, a user utterance
is represented as an Interaction Unit. More specifically, werbal generator on the Behavior
Layer of the Interaction Unit is instantiated with the ustece. If the utterance can not be fully
understood because some deictic gestures seem to be ishvtieelMS tries to detect them on
the non-verbal generator (via other system modules of BIRTNhe motivation of the user’s
Interaction Unit can be identified this way, the IMS genesae Interaction Unit to ground
the user's Unit. Otherwise, the IMS initiates clarificatignestions to resolve the issue. In the
second IEC, non-verbal feedback capabilities were ident#is crucial for usability reasons and
were enabled with a virtual, life-like character, callednidi. Mindi and its thought bubble are
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able to communicate information on BIRON'’s perception artdrinal states. This is realized by
generating appropriate Interaction Units. For exampleptamunicate system perception, only
the non-verbal generator of such Interaction Units is msiéed with a specific image of Mindi.
To communicate internal states of the system, howevem dfteh generators are instantiated
because of the importance of such information. In contasubjects in the first user study, the
majority of the subjects in the second user study agreedtbgitknew what was going on in the
system most of the time.

The two social behaviors that were realized by the IMS exBHRON’s awareness of humans’
presence and its own performance quality. Each time whenmrahus detected, the IMS gen-
erates an Interaction Unit and the Unit's verbal generaanstantiated with “Hello, human!”.
Users are then expected to ground this Interaction Unittharthe IMS measures the perfor-
mance of BIRON by counting Exchanges that it has initiategddiwe understanding problems,
as manifested by relevant Grounding Relations of the ExgbsinBased on the performance, the
IMS initiates Interaction Units to praise or to comfort usdn the evaluation, subjects who inter-
acted with social aware BIRON appreciated BIRON more andddrio forgive its performance
problems.

As to the last requirement of HRI, the combined top-downtdrotup approach to speech input
control and the realization of virtual character Mindi ghgancrease the usability, as confirmed
in the user study. Further, cooperative behaviors were iadptemented to help users out of
tricky interaction situations. More specifically, in thesad IEC, whenever users propose illegal
tasks the IMS generates additional Interaction Units torimf users what they should do to
achieve their goals. If the user makes too many mistakesROBI repeatedly has performance
problems, the IMS even initiates to reset itself to avoiétiattion deadlocks. In the evaluation,
such cooperative behaviors turned out to be helpful in nedugser’s cognitive load during the
interaction.

As can be seen, the MMPDA model is a highly powerful and flexiioteraction model. It
views interaction as cooperation, enables mixed-initgithiteraction style, separates interaction
states from domain task states and naturally handles moitiality of embodied interaction. All
these features of the model provide a solid basis for theeamphtation so that various effective
functions and interactive behaviors were easily realiz&ged on insight gained in user studies.
Thus, the MMPDA model and the implemented IMS for the robd@BN completely fulfill the

8 requirements of HRI and greatly contribute to the perforogeof the entire robot system.

The concept of Interaction Unit is further extendable tooard for more sophisticated behavior
generation, which can be done in the model as well as in théemmgntation. In the model,
the relationship between verbal and non-verbal generatorbe specified in a relatively general
way so that a guideline for modality selection can be esthbll. It is also possible that, based on
different relationships between the two generators, diffetypes of Interaction Units become
necessary. In the implemented system a ModalityManagebeadded, which selects, fuses
and synchronizes the generation of multi-modal behaviorthe Behavior Layer.

To account for long-term interaction, adaptive behavitwsudd be realized. This means, deci-
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sions have to be made as to whether an Interaction Unit shmulgenerated to provide users
task-related hint or to comfort them. This decision makimgcpss should be based on ob-
servation of user interaction experience and prefereregs, how often did the user interact
with BIRON, how often do they propose illegal tasks, whethely follow system’s suggestions,
whether they make social comments themselves, how do theyteBIRON's social comments
and so on. These cues would enable the IMS to refine its balsaaal account for individual
needs and preferences in long-term interaction.

The dream robot of the author is one that is intelligent anddm, and of course can
perfectly perform the home tour scenario...
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