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ABSTRACT

Digital elevation models (DEMs) and the products derived from them are widely used for
numerous applications within the geoscientific community. Radar interferometry is a new
technique which can provide these digital elevation models. The increasing availability of
digital elevation models has led to a growing need for assessing the quality of such models.

A common way to assess the quality of interferometrically derived DEMs is by comparison
with a reference model. This is done assuming that the reference DEM is reliable and
without any distortions. From the statistical point of view, the accuracy of the reference
DEM should be at least one order better than the model to be tested. This study
investigates the possibilities of assessing the quality of SAR interferometric data
independent of any reference model.

After reviewing the technique of SAR interferometry, geometrical constraints and relevant
parameters for the processing are identified. Potential applications of interferometrically
derived DEMs and recent trends are also addressed. Factors influencing the quality of
SAR interferometric data and the necessary steps for the processing of these data are then
studied. The suitability of various data sets for SAR interferometry is investigated. Special
attention is paid to the influence of each single processing step on the quality of the final
interferometric product, and potential sources of error are identified. Technical details of
available software packages for interferometric processing have been collected. Quality
measures suitable for the assessment of DEMs are investigated focusing on the
requirements of the end-product user. Some alternative techniques for the generation of
digital elevation models are also described.

The key issue of this study is the development of an error propagation model as an
alternative method for the quality assessment of SAR interferometric data. Results of the
empirically implemented error propagation model and of the sensitivity study of the
parameters used as input for the interferometric processing are evaluated. The sensitivity
study emphasises the importance of good quality input data for obtaining results with the
desired reliability. The empirical propagation model for the quality assessment of
interferometric DEMs is applied to results from two test sites. The advantages and
limitations of the empirical propagation model are pointed out and some useful
recommendations for future studies are made. Finally it is concluded that the developed
technique provides a useful tool for the quality assessment of SAR interferometric data.
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ZUSAMMENFASSUNG

Digitale Geländemodelle und von ihnen abgeleitete Produkte finden weitreichende
Anwendung in zahlreichen Geowissenschaften. SAR-Interferometrie ist eine neue Technik,
die diese Geländemodelle zur Verfügung stellen kann. Die steigende Zahl von verfügbaren
Geländemodellen führt zu einem wachsendem Bedarf, die Qualität dieser Modelle
abzuschätzen.

Eine gebräuchliche Methode der Qualitätsabschätzung von interferometrisch erstellten
Geländemodellen ist der Vergleich mit einem Referenzmodell. Dieser Vergleich beruht auf
der Annahme, daß das Referenzgeländemodell zuverlässig ist und keine Verzerrungen
beinhaltet. Statistisch gesehen sollte die Genauigkeit der Referenzgeländemodelle
mindestens eine Größenordnung besser sein als das zu testende Modell. In dieser Arbeit
wird die Möglichkeit der Qualitätsabschätzung von SAR-interferometrischen Daten
unabhängig von irgendwelchen Referenzmodellen untersucht.

Nach einem Rückblick auf die interferometrische Technik werden die geometrischen
Einschränkungen und die für die Datenverarbeitung relevanten Parameter identifiziert. Die
potentielle Anwendung interferometrisch erstellter Geländemodelle und die jüngsten
Entwicklungen werden vorgestellt. Faktoren, die die Qualität von SAR-
interferometrischen Daten beeinflussen, sowie die zur Berechnung dieser Daten
notwendigen Schritte werden eingehend untersucht. Spezielles Augenmerk wird dabei
sowohl auf den Einfluß jedes einzelnen Verarbeitungsschrittes als auch auf die Qualität des
interferometrischen Endproduktes gelegt. Dabei werden potentielles Fehlerquellen
identifiziert. Technische Details der verfügbaren Softwarepakete für die interferometrische
Datenverarbeitung werden zusammengestellt. Qualitätsmerkmale, die für die Bewertung
von Geländemodellen geeignet sind, werden erforscht im Hinblick auf die Anforderungen
der Benutzer des Endproduktes. Einige alternative Techniken zur Generierung von
Geländemodellen werden ebenfalls beschrieben.

Ein Kernstück dieser Arbeit ist die Entwicklung eines Fehlerfortpflanzungsmodells als eine
alternative Methode zur Qualitätsabschätzung von SAR-interferometrischen Daten.
Ergebnisse eines empirisch umgesetzten Fehlerfortpflanzungsmodells und einer
Sensitivitätsstudie der Parameter, die als Input der interferometrische Datenverarbeitung
benutzt wurden, werden präsentiert. Die Sensitivitätsstudie unterstreicht die Bedeutung
der hohen Qualität der Eingangsdaten, um die erwünschten, zuverlässigen Ergebnisse zu
erhalten. Das empirische Fortpflanzungsmodell zur Qualitätsabschätzung
interferometrischer Geländemodelle wird für die Ergebnisse von zwei Testgebieten
angewendet. Die Vor- und Nachteile des empirischen Fehlerfortpflanzungs-modells
werden aufgezeigt und einige hilfreiche Vorschläge für zukünftige Studien gemacht.
Schließlich kann zusammenfassend festgestellt werden, daß die entwickelte Methode ein
hilfreiches Werkzeug zur Qualitätsabschätzung SAR-interferometrischer Daten ist.
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1 INTRODUCTION

Digital elevation models (DEMs) are one of the most demanded products in the remote
sensing community. Radar interferometry is a new technique for producing these digital
elevation models. The increasing number of available DEMs stresses the importance of the
quality assessment of these digital elevation models. First, the problems related to this
assessment are identified. In this introductory chapter, the objectives of the research are
defined and suitable research methods are proposed. Finally, the structure of the thesis is
sketched out.

1.1 PROBLEM IDENTIFICATION

Radar interferometry is a technique for providing information about three-dimensional
objects of the Earth’s surface by using the phase content of the complex radar signal. The
theoretical aspects of this technique are well studied and understood. With the availability
of suitable data sets, especially after the launch of ERS-1 satellite, the potential of
interferometric synthetic aperture radar (InSAR) for various geoscientific applications was
investigated. Recent research mainly focuses on the limiting factors of this technique.

Radar interferometry is at the stage of becoming operational. In order to reach an
operational level, there is an increasing need for quality measures for interferometric
products since the user wants to know whether these products are suitable and reliable for
his application. The focus of this study is on the quality assessment of digital elevation
models because these are the most demanded interferometric product. DEMs are widely
used within the geoscientific community e.g. for mapping purposes,  geomorphological
studies based on slope and aspect maps, and as a layer in geographical information systems
(GIS) for combining relief data with thematic information. There is also a growing interest
in the field of telecommunication. Therefore, DEMs have become key products on the
market.

According to a study carried out by SPOT IMAGE (Guerre et al., 1996), there is an
increasing demand for high accuracy DEMs which cannot be satisfied by optical imagery.
The problem of cloud coverage, especially in tropical areas, limits the suitability of optical
images for the production of DEMs in some parts of the world. Radar interferometry
could be the technique to fill this gap. Radar satellites such as JERS-1 and RADARSAT
with their all-weather capabilities can provide nearly global coverage using on-board tape
recording.

As mentioned before, DEMs are used in a wide range of applications. Despite this fact,
there is still a lack of quality control. A standard procedure for this kind of assessment as
well as generally accepted specifications about the accuracy of DEMs, e.g. in relation to
the type of terrain or to the grid size, does not exist (Ackermann, 1996b). Research
dealing with the problem of data quality is carried out in various fields. Recently, the
United States Geological Survey (USGS) proposed standards for the collection,
processing and quality control of DEM data for the entry into the National Digital
Cartographic Data Base (USGS, 1997). The International Cartographic Association (ICA)
established a commission on spatial data quality which defined seven elements to describe
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the quality of data used in a GIS (Guptill and Morrison, 1995). Despite these efforts, quite
a number of unsolved problems on how to treat the quality of spatial data still remain.

One of the common procedures for the quality assessment of a DEM, for example, is the
comparison with a reference DEM (Lin et al., 1994). This is done assuming that the
reference DEM is correct and any differences are due to errors in the digital data (e.g.
Giles and Franklin, 1996). Any distortions in the reference DEM remain undetected.
Another critical aspect of this method is that, from the statistical point of view, the
reference DEM should be one order better than the DEM to be evaluated. For an
interferometrically derived DEM based on satellite data, which has on average a standard
deviation of about five metres in the vertical direction (Zebker et al., 1994b), a reference
DEM with an accuracy of 50 centimetres is required.

1.2 OBJECTIVES AND RESEARCH METHODS

The work presented in this thesis was initiated by the CEC’s Human Capital and Mobility
Programme of the European Community entitled ‘Synergy of Remotely Sensed Data’. The
European Scientific Research Network also funded this research. Most of the network
members are working in the field of geology or forestry where they combine different data
sets in a synergistic way. Within this group there is a growing interest in SAR
interferometric products as a complimentary data source. However, before combining
these product with other data sources, the reliability of these data sets needs to be
estimated.

The aim of this research is to develop a procedure for the quality assessment of SAR
interferometric data. This procedure has to fulfil a number of requirements. Because
suitable reference data sets are not always available, the quality control should exclude the
comparison to any kind of reference, neither using a reference DEM nor ground control
points (GCPs). Hence, the approach developed during this research had to be based on the
quality estimation of the input parameters for the processing and also on the performance
of the processing.

The focus of this research was on the quality assessment of SAR interferometric satellite
data for several reasons. First of all, a large number of data sets acquired by the ERS
satellites are available which are suitable for interferometric purposes and could be used
for this investigation. Furthermore, the data sets have a certain level of quality, which is
frequently controlled by ESA, and are processed to a CEOS standard format. The satellite
systems have a configuration comparable to the airborne systems even though the latter
are more complex in terms of equipment and performance (e.g. motion compensation).
Thus, experience from this research could serve as a base for future studies on airborne
systems. Finally, all the software packages commercially available are developed primarily
to handle data sets from various satellite systems.

In this study a detailed review of the techniques used in SAR interferometry has been
done. This served to identify the necessary input parameters involved in the processing. It
also helped in understanding the role of different processing steps and possible sources of
error. A sensitivity study was considered important as it provides information about the
influence of each single input parameter on the performance of the interferometric
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processing. The quality of the final output of the interferometric processing has been
estimated by means of error propagation for two test sites.

In order to find suitable quality measures for SAR interferometric products, these products
are defined precisely. It has to be clear which accuracy level is required in order to use an
interferometric product for a certain application. The user requirements were studied to be
able to provide the user with a quality measure which supports his decision on whether an
interferometrically derived DEM is suitable for his application.

1.3 STRUCTURE OF THE THESIS

After this introductory chapter, the basics of SAR interferometry are reviewed in
chapter 2. This includes a brief look at the InSAR history, a description of the techniques,
the potential applications and the trends as well as the identification of the factors
influencing the data quality.

The available data sets and interferometric processing steps such as co-registration,
interferogram generation, phase unwrapping, conversion from phase to height information
and geocoding of the digital elevation model are the subject of chapter 3. Each single
processing step is described with emphasis on the quality aspect. Details of the available
software packages are also discussed.

In chapter 4 the various alternative techniques for creating digital elevation models such as
from contour lines, aerial photogrammetry, adapted radar techniques, stereoscopy using
optical images and laser scanning are reviewed. The techniques for quality control are
evaluated.

The factors influencing the interferometric processing such as the choice of data sets, the
sensitivity of the input parameters and the processing algorithms are studied in chapter 5.

The theoretical background of error propagation and the implementation of the proposed
method is developed in chapter 6. This includes the presentation of the results and a
critical analysis of the advantages and limitations of this technique.

Chapter 7 concludes this thesis with final remarks and recommendations.
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2 REVIEW OF SAR INTERFEROMETRY

After a brief review of the history of SAR interferometry, relevant terms and the ways of
acquiring SAR interferometric data are described. The development in the potential
applications and recent trends are discussed. Finally, the factors influencing the quality of
SAR interferometric data are addressed.

2.1 HISTORY

Imaging radar systems can be separated into two different categories: real aperture radars
and synthetic aperture radars. The real aperture radar (RAR), also referred to as brute
force system or non-coherent radar, requires a long antenna and a high power output in
order to achieve an acceptable resolution and dynamic range since the resolution is
proportional to the length of the antenna but inversely proportional to the range. The
synthetic aperture radar (SAR), also known as coherent radar, overcomes the limitation of
the antenna size by synthesising an antenna which receives a series of reflected waves and
electronically combines them with reference wavelengths. The resolution of a SAR
effectively remains the same over all ranges. A short introduction to these imaging radar
systems is given by Trevett, 1986.

SAR interferometric data can provide information on three-dimensional objects. These
data are derived from the phase content of the complex radar signal. The use of SAR
interferometry can be traced back to the 1960s when the American military used an
airborne system for mapping the Darien province in Panama at a scale of 1:250000 by
means of radar interferometry. The first published results using this information source for
the observation of the surface of Venus and the Moon are given by Rogers and Ingalls,
1969.

The interferometric principle was also applied to underwater sonar in order to generate a
three-dimensional model of the sea-floor terrain (Kolouch, 1983). Using ultrasonic
techniques with frequencies of about 20 KHz, a side-scan-sonar senses underwater objects
from two different positions. Although the basic principle of sonar interferometry and SAR
interferometry is the same, it differs quite substantially in terms of frequency, signal
processing, the medium as well as the range from the sensor to the target.

Graham (1974) introduced this synthetic aperture radar (SAR) technique for topographic
mapping. He showed that SAR interferometry, with side-looking airborne or spaceborne
geometry, can be used to create topographic maps for two reasons. The resolution of
some SAR data is adequate to identify various features and objects of the terrain. In
addition to this, a sufficient number of points can be measured using the interferometric
geometry to describe a terrain surface in detail.

After this theoretical study it was not until 1986 before the first practical studies, carried
out at the Jet Propulsion Laboratory (JPL) in Pasadena, California, were published by
Zebker and Goldstein. Two SAR antennas were mounted on an aircraft. One antenna
transmitted a radar signal and the backscattered signal was received by both antennas
simultaneously. A correction for the aircraft roll was not applied due to the lack of suitable
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data on the aircraft attitude. Therefore, the achieved accuracy was still quite limited.
Nevertheless, it showed what the limitations of the interferometric technique are and how
the performance could be improved.

Gabriel and Goldstein (1988) extended the interferometric technique by adapting the
existing technique to crossed orbits using interferometric repeat-pass data from the SIR-B
mission inclined by an angle of 1.2 degrees. The angle between the orbits leads to a more
complex processing. Besides a Doppler refocusing for the SAR azimuth correlation, the
two images could not be overlaid without resampling in range direction. In addition to
that, the crossed orbits caused small altitude variations appearing as small shifts in the
azimuth direction.

The technique of differential interferometry was introduced by Gabriel et al. (1989). With
two interferograms derived from three different SEASAT observations a double-difference
interferogram was calculated. The change shown in the differential interferogram were due
to swelling of water-absorbing clays in the scene. It was assumed that differential
interferometry can detect small elevation changes in the order of 1 cm or even less (Gabriel
et al., 1989). That meant that the technique could provide accurate measurements of
geophysical phenomena, residual from seismic events, for motions from prevolcanic
swelling and other such events.

A multibaseline study by Li and Goldstein (1990) presented an error model for
topographic mapping. They demonstrated that interferometric data regularly acquired by a
spaceborne SAR can provide extremely useful topographic information. This study also
showed that the sensitivity of the height measurements increases with the length of the
baseline. At the same time the phase error also increases.

Since the launch of ERS-1 in July 1991, a large number of interferometric data sets
acquired in C-band have become available. The ERS-1 satellite was the first operational
spaceborne system which acquired radar data suitable for SAR interferometry on a routine
basis. With these data sets it was possible to investigate the potentials and limitations of
SAR interferometry. With the availability of data sets from ERS-2 launched in April 1995,
the European Space Agency (ESA) could set up the tandem mission which combined data
sets from ERS-1 and ERS-2 acquired only one day apart. An initial testing of ERS tandem
data quality for InSAR applications was performed by Solaas et al. (1996). The tandem
data sets enabled more detailed investigations on the optimal performance of spaceborne
systems in terms of temporal decorrelation and atmospheric effects. All these efforts led to
an increasing number of publications in various fields. At the ESA Fringe’96 workshop in
Zurich, Switzerland, for example, about seventy papers were presented on results based on
ERS satellite data.

For more information about the research activities in the various research groups the
reader is referred to the review paper of Gens and van Genderen (1996b).

2.2 RELEVANT RADAR AND INTERFEROMETRY PARAMETERS

Before introducing the techniques of SAR interferometry, some relevant terms concerning
radar and SAR interferometry, the geometry of SAR interferometry and the interferometric
baseline are explained.
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2.2.1 Some relevant terms

A synthetic aperture radar is an active sensor transmitting and receiving microwave
signals, i.e. measuring distances between the sensor and the point on the Earth’s surface,
where the signal is backscattered, perpendicular to the flight direction. This distance is
defined as slant range which can be projected on the ground representing the ground
range.

The flight direction is also referred to as along-track or azimuth direction, whereas the
direction perpendicular to the flight path is defined as across-track or range direction. The
angle between the direction the antenna is pointing and the nadir is called look angle. The
angle between the radar beam centre and the normal to the local topography is referred to
as incidence angle. Both angles are sometimes used synonymously which is only valid if
the InSAR geometry is simplified neglecting the Earth’s curvature and the local
topography. The look angle of the sensor is one of the main parameters determining the
viewing geometry and the incidence angle of the backscattered signal. It significantly
affects the backscatter behaviour of the terrain. Depending on the characteristics of the
illuminated terrain, areas of layover and shadow occur in the imagery.

Most of the energy between the transmission and reception of the radar signal is lost due
to the long distances to be measured. Therefore, the received signal needs to be amplified
to form the image. This amplification of the signal and effects from the system itself such
as delays in the electronics etc. cause system noise, also referred to as thermal noise.

The wavelength of the sensor determines the
penetration depth of the transmitted signal
into the vegetation layer of the terrain
surface. As shown in Figure 2-1, the longer
the wavelength, the deeper the penetration
layer. The energy of an X-band sensor is
mainly reflected at the top layer of the
canopies whereas most of the L-band signal
penetrates through the upper  vegetation
layer and is reflected at the ground surface.
The backscatter behaviour of C-band is less
predictable. Due to volume scattering effects,
the layer of backscattering is less determined
and does not correspond directly to a terrain
surface, neither the vegetation surface nor
the ground surface.

The spatial resolution of the radar sensor defines the minimum separation between the
measurements the sensor is able to discriminate and determines the amount of speckle
introduced into the system. Speckle is a scattering phenomenon which arises because the
spatial resolution of the sensor is not sufficient to resolve individual scatterers. The higher
the spatial resolution of the sensor the more objects on the ground can be discriminated.
The term ‘spatial resolution’ is often confused with the pixel size, which is actually the
spacing of the pixels in the azimuth and ground range direction.

Figure 2-1: Influence of the wavelength on
backscatter behaviour
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The polarisation of the signal influences the backscattering behaviour of the surface which
is described in the scattering matrix. This matrix provides more information about the
physics of the scattering and is determined by measurements with different polarisations.
Signals with a vertical polarisation, for example, have a stronger response to rough
surfaces than signals with horizontal polarisation.

The bandwidth with which a signal is processed has to be carefully chosen since it controls
the phase aliasing and the amount of ambiguities introduced into the signal. In other
words, the bandwidth determines the focusing of the signal.

As mentioned above, SAR interferometry is a technique for extracting information about
three-dimensional objects from complex radar signals. The real (Re) and imaginary (Im)
part of the complex values contain information about the amplitude a, as well as the phase
�. This information can be extracted from the complex values by

ϕ    

  .

=

= +

arctan
Im

Re
,

Im Rea 2 2

(2.1)

The phase information of two complex radar images is combined using SAR
interferometric techniques. The phase difference of the two images is calculated for an
interferogram where fringes represent the whole range of the phase from 0 to 2� in a full
colour cycle. The correlation of the phase information of two corresponding pixels is
measured as coherence in the range from 0 to 1. The phase coherence can be decorrelated
due to thermal noise introduced by the system, changes in the geometry affecting the
baseline or temporal changes between the data acquisition.

2.2.2 Geometry of SAR interferometry

The general InSAR geometry, simplified by neglecting the Earth’s curvature, is illustrated
in Figure 2-2.

Two antennas O1 and O2 on ideally parallel flight paths are separated by a baseline B.
From both antennas the slant ranges r1 and r2 to the same surface element are measured.
With the look angle � and the flying height H the geometry is fixed.
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Figure 2-2: General geometry of SAR interferometry
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Instead of the look angle, the baseline tilt angle � can be used for the calculation. In that
case, the term sin (�-�) can be derived from the interferometric range difference and the
baseline.

Apart from the intensity value indicating how much backscattered energy is received by
the radar antenna, the data sets used for the InSAR technique also provide phase
information which is an ambiguous representation of the range. The phase difference �

between the two radar signals received from the same surface element at the two antenna
positions is

ϕ π
λ

π
λ

θ θ= − = −4 4
2 1( ) ( sin cos )r r B By z . (2.3)

Here the wavelength � and the ranges r1 and r2 can also be described in terms of the
baseline components by and bz and the look angle �. This formula is valid for the satellite
and the airborne configuration, addressed in the following paragraphs, under the
assumption that in the airborne approach both antennas transmit and receive their own
signals. This approach effectively doubles the physical baseline.

fl ight paths
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2.2.3 Interferometric baseline

The key element of this interferometric geometry is the baseline. The baseline, defined as
the separation between two antenna positions either mounted on an aircraft or realised by
two ideally parallel satellite orbits, can be represented in three different ways, as shown in
Figure 2-3.

Figure 2-3: Possible baseline representations

The baseline can be described by its length B and the orientation angle � or by dividing the
baseline in two components, either in the horizontal (By) and the vertical (Bz) component
or the components (B�) and (B�) of the baseline, which are parallel and perpendicular to
the range direction, respectively. All three representations can be found in the literature.

According to Small et al. (1996), there are several ways for estimating the InSAR baseline.
Within flat areas the normal baseline component can be derived from the local fringe
frequency. Furthermore, the baseline can be calculated using an orbit to orbit approach for
each point in the reference orbit. This is based on a closest approach criterion or zero
tangential component. Small et al. (1993) described an iterative non-linear least squares fit
using tie points and the unwrapped phase in order to adjust the baseline model as well as
the phase constant. A triangulation of the slant ranges to a point on a reference ellipsoid
making use of the range image offset was developed by Pasquali (1995). Baselines for all
points on a coarse grid distributed over the scene were calculated by Schwäbisch (1995)
using image simulation based on precise orbits and a reference ellipsoid.

The length of the baseline determines the suitability of the data set for a particular
application as is shown in Table 2-1 for the ERS-1 satellite (Solaas, 1994). The sensitivity
of the baseline to height changes increases with decreasing length of the baseline. For the
creation of digital elevation models from ERS-1 data, baselines in the order of 300 metres
are most suitable.

flight pa ths
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Table 2-1: Potential applications  for SAR interferometry for the ERS-1 satellite (Solaas, 1994)

With an increasing length of the baseline the phase noise leads to a decorrelation and a
lower level of coherence. The coherence is lost completely if the baseline reaches its
critical length. This critical baseline Bc calculated as

Bc = λ
θ

 r

2 Ry cos2
(2.4)

depends on the wavelength �, the range r, the resolution in range Ry and the look angle �.
An optimal baseline as such does not exist. The dependency on the above mentioned
system parameters leads to a trade off between the level of noise introduced in the data
sets and the sensitivity of the phase to height changes.

Ferretti et al. (1996) proposed a multibaseline technique for improving the quality of
interferometric results. They showed that the combination of more than two SAR images
provides a robust technique for detecting and reducing atmospheric effects. Artefacts
occurring in single interferograms are reduced by averaging the uncorrelated atmospheric
contributions. This combination also provides an “atmospheric” noise map for each
interferogram and an averaged coherence image that gives a measure of the signal-to-noise
ratio (SNR) on a fine spatial resolution (Ferretti et al., 1996).

An analysis by Zebker et al. (1994b) about the accuracy of topographic maps derived from
ERS-1 data indicated that the baseline length is one of the potential error sources. Precise
knowledge of the baseline geometry is needed because an error in the baseline angle
cannot be distinguished from a slope on the terrain surface.
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2.3 TECHNIQUES

The three main ways of acquiring SAR interferometric data are across-track, along-track
and repeat-pass interferometry. These techniques are described in the following
paragraphs.

2.3.1 Across-track interferometry

The across-track method requires two SAR antennas mounted on the same platform for
simultaneous data acquisition. This technique is only employed on airborne systems,
although studies for the implementation by means of a tethered satellite system, in which
two vertically spaced physical antennas are connected by a tether and are carried along
parallel paths by a deployer and a sub-satellite, have been carried out. The theoretical
background is described by Moccia and Vetrella (1992), who also developed a
mathematical model for this approach (Moccia et al., 1995).

Figure 2-4: Geometry of across-track interferometry

As shown in Figure 2-4, the position of the two antennas mounted on the aircraft is
perpendicular to the flight direction. The terrain height h can be calculated by equation 2.2.
The ground range y is then derived by

y r= 1 sinθ  . (2.5)

Once the phase unwrapping (described in section 3.4) has successfully been performed, the
elevation map can be derived. The main problem with this geometry in the airborne
configuration is the fact that errors caused by the aircraft roll cannot be distinguished from
the influence of the terrain slope. Since a satellite track is more stable than an airborne
flight path, this problem is less critical in the spaceborne case.

flight pa th
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2.3.2 Along-track interferometry

At present, the along-track approach is only applicable to airborne SAR systems, as it
requires two antennas on the same platform.

Figure 2-5: Geometry of along-track interferometry

The geometry of along-track interferometry, illustrated in Figure 2-5, does not differ
significantly from the geometry of across-track interferometry. Only the x- and the y-axes
are changed. Therefore, the phase difference � between the corresponding signals is
caused by the movement of the measured object, e.g. water currents. The moving surface
leads to a Doppler shift according to the phase velocity of the water waves. All stationary
targets are not visible whereas the moving ones can be seen in the radar imagery.

The velocity of an object u is related to the phase difference � by

ϕ π
λ

= 4 u

V
Bx  , (2.6)

with the wavelength �, aircraft velocity V and the baseline component Bx. For absolute
velocity measurements, the phase difference needs to be calibrated due to baseline
components in the y- and z-direction caused by aircraft movements (yaw and pitch).

This configuration is suitable mainly for the mapping of water currents, the detection of
moving objects and the measurement of directional wave spectra (e.g. Orwig and Held,
1992; Goldstein et al., 1989).

flight path
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2.3.3 Repeat-pass interferometry

The repeat-pass method, illustrated in Figure 2-6, requires only one antenna that acquires
data sets by passing the same area twice, covering it with a slightly different viewing
geometry. This approach is based on the precise knowledge of the flight paths and hence is
most suited to spaceborne systems.

Figure 2-6: Geometry of repeat-pass interferometry

The observation points O1 and O2 are points on the motion compensation reference paths.
The interferometric baseline can be described either by the horizontal �h and vertical �v

components with reference to the motion compensation paths or by the path difference �r

between the slant ranges r1 and r2:

δ r r r= −1 2  . (2.7)

The phase difference � can be estimated from the path difference �r by

ϕ π
λ

δ= -4
 r  . (2.8)

The repeat-pass approach for airborne SAR was studied by Gray and Farris-Manning
(1993). The suitability of interferometric airborne data sets depends on a non-changing
terrain backscatter, a stable viewing geometry and phase-preserved information of the
motion compensated signal. The compensation of non-linear motions of the two antennas
is essential for achieving accurate interferometric results from airborne data. Stevens et al.
(1995) have given an overview of the work done in this field. Optimal motion
compensation requires a precise knowledge of the relative geometry of the radar and each
illuminated target. It is usually assumed that the terrain is flat at a certain reference level.

flight paths
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This assumption leads to phase errors, defocusing and peak misplacement (Stevens et al.,
1995). The motion compensation can be implemented in two different ways. In the single
reference track approach the compensation is performed to the same reference track (Gray
et al., 1992). The advantage of this method is that errors in the estimation of the terrain
elevation cannot occur because errors in phase are used as expected differential phase
signals. Alternatively, the motion compensation can be applied for each antenna separately
through definition of two reference tracks. Madsen et al. (1993) estimated the two antenna
positions performing a resampling in the motion compensation stage using measurements
from a digital avionics data system, a global positioning system (GPS) and an inertial
navigation system (INS).

2.3.4 Differential interferometry

Differential interferometry, described in more detail by Gabriel et al. (1989), provides
relative measures in the order of a few centimetres or even less for movements in the
vertical direction, e.g. for change detection. Due to the viewing geometry, differential
InSAR is able to measure only the displacement in the range direction. The differential
interferogram can be calculated using three images or more. Alternatively, one of the
interferograms can be simulated by registering an existing DEM to the geometry of
another image pair. In this case the quality of the DEM has a significant impact on the
result. For small-scale changes such as land subsidences, it is not possible to use digital
elevation models as data source at all. Massonnet et al. (1993), for example, used this
approach for the investigation of the Landers earthquake of 1992. Zebker et al. (1994a)
carried out a study on the accuracies that can be achieved and the various limitations.

As the phase discontinuities in the two interferograms do not occur at the same position,
each interferogram must be unwrapped. The sensitivity of this technique depends on the
baseline geometry and can be increased by averaging over pixels at the expense of spatial
resolution. With a decreasing baseline length the system noise can be reduced and hence
higher accuracies of the detected height differences can be achieved. The wavelength of
the sensor influences the resolution of the derived phase information. One colour cycle in
an interferogram corresponds to a change of half the wavelength. According to Werner
et al. (1992), the choice of the shorter wavelength of the ERS-1 satellite (C-band)
compared to SEASAT (L-band) improves the height sensitivity significantly, by a factor of
4.25.

2.4 INTERFEROMETRIC PRODUCTS

The interferogram, shown in Figure 2-7, is defined as the product of the complex SAR
values of a slave image and the complex conjugate of a master image. The amplitudes of
the corresponding pixels are averaged and the difference of the phase values are calculated
for each point in the image. The phase difference, given modulo 2�, is colour encoded in
the fringes.
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Figure 2-7: Example of an interferogram (Ningxia, China). The interferogram contains the phase
difference of the two complex images which is encoded in colour. A full colour cycle
represents a phase cycle, also called fringe, covering the range between -� and �. The
number of fringes of a certain distance determines the fringe rate which can be used for the
flat earth removal.

The determination of the range is achieved by the additional use of the phase information
of the complex radar signal. In the interferometric viewing geometry the phase difference
is proportional to the range difference. This is the case as long as the signals have a fixed
relation in phase, i.e. the signals are coherent. The coherence is a measure for the
correlation of the phase information of two corresponding signals and varies in the range
of 0 to 1, as shown in Figure 2-8.

The degree of coherence can be used as a quality measure because it significantly
influences the accuracy of phase differences and height measurements. There are several
factors decreasing the coherence. A list of these factors is given by Schwäbisch and Winter
(1995):

� thermal noise,
� phase errors due to the processing,
� slightly different viewing positions (spaceborne systems),
� changes in the object phase between the data acquisition (spaceborne systems), and
� different atmospheric conditions during the data acquisition (spaceborne systems).

All these factors can even lead to a complete loss of coherence. This also occurs if the
baseline exceeds its critical length.
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Figure 2-8: Example of a coherence image (Groningen, the Netherlands). Bright parts show a high level
of coherence, whereas dark areas indicate a loss of coherence. The loss of coherence in the
agricultural fields is mainly caused by temporal decorrelation as the two data sets are
acquired in August which is the harvest time in an agricultural area such as Groningen.

The phase information in the interferogram is directly related to the topography.
Unfortunately, this information is given modulo 2�. In order to calculate the elevation of
each point, it is necessary to solve this ambiguity, i.e. the correct integer number of phase
cycles needs to be added to each phase measurement to obtain the correct slant range
distance. This ambiguity solution, referred to as phase unwrapping, is further described in
section 3.4. The result of this procedure is the unwrapped phase.

The unwrapped phase containing the topographic information is converted to a digital
elevation model (Figure 2-9).

A differential interferogram is generated by the difference of two interferograms and
contains information about small-scale displacements that occur between the data
acquisitions. The differential interferogram can be produced in two different ways. Based
on two phase-unwrapped interferograms, the difference of these interferograms can be
calculated. Alternatively, an existing digital elevation model can be registered to the
viewing geometry of a calculated interferogram. The result of this approach is a simulated
interferogram. The difference of the original and simulated interferogram is the required
differential interferogram.

As a final step, all relevant interferometric products can be projected to a common
reference system to obtain geocoded products in order to combine the interferometric
results with information from other sources.

More details about the interferometric processing are discussed in chapter 3.
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 Figure 2-9: Example of a digital elevation model (Lower Saxony, Germany). The area shows a large
variety of land forms. There are some relatively flat and homogeneous areas which are
mostly agricultural fields. In other parts a hilly terrain structure (covered by forest) can be
identified.

2.5 APPLICATIONS

After the technical background of SAR interferometry had been studied and basically
understood, the focus of research changed to the limitations and potentials of the
technique. After data sets from the ERS-1 satellite became available in particular,
numerous studies were carried out on suitable applications (Figure 2-10).

Figure 2-10: Potential applications of SAR interferometry
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However, it is important to know that the InSAR technique was originally developed for
topographic mapping. Generating digital elevation models still remains the most important
applications of SAR interferometry.

2.5.1 Topographic mapping

One of the main reasons why the technique of interferometry was adapted to radar
imagery, was the idea to use SAR interferometric data for topographic mapping (Graham,
1974). New processing techniques for the motion compensation of airborne
interferometric data were developed by Madsen et al. (1993) in order to improve the
accuracy of topographic mapping. By introducing GPS and INS measurements, it is
possible to determine the aircraft motions more accurately and to generate significantly
better topographic maps. Hagberg and Ulander (1993) estimated the optimal baseline for
topographic mapping by spaceborne systems. They simulated the altitude error caused by
the radar system or by the topography. With the increasing steepness of the terrain slope,
phase aliasing leads to layover and shadow effects. The effects of speckle and thermal
noise were reduced by averaging before the phase unwrapping was performed. Zebker
et al. (1994b) estimated the accuracy of topographic maps derived from ERS-1 imagery.
The analysis indicated two main errors: the height estimation error, which is a function of
the error in phase estimation, and the error in the knowledge of the baseline length. Precise
knowledge of the baseline geometry is needed because an error in the baseline angle
cannot be distinguished from a slope on the terrain surface (Zebker et al., 1994b).
According to De Fazio and Vinelli (1993), topographic mapping based on ERS-1 data
requires the use of tie points in order to perform the phase unwrapping properly.

2.5.2 Digital elevation modelling

Several theoretical studies about generating digital elevation models by SAR
interferometry have been carried out. Due to the lack of suitable reference DEMs, the
quantitative evaluation of the result is often difficult. Contour maps were often used for
the comparison with the interferometric data sets (Zebker and Goldstein, 1986; Prati and
Rocca, 1990). The main problem of this approach is the identification of ground features in
both sources. Cumming and Hawkins (1990) assembled a list of possible error sources in
the estimation of terrain elevation. Lin et al. (1994) compared a DEM derived from
SEASAT with a USGS DEM. They assumed that geometrical distortion was due to the
flight and stated that rms error between InSAR DEM and reference DEM is a function of
the relative orientation angle, the offsets and scaling factors in azimuth and range direction
as well as the baseline length (Lin et al., 1994). Lanari et al. (1996) generated a digital
elevation model derived from multifrequency shuttle mission data. The algorithm combined
unwrapped phase patterns from L-, C- and X-band information. The fusion consisted of a
bias removal in C- and X-band performed by a Kalman filter, followed by a weighting of
the coherence and the wavelength. The final step in this approach was the summation of
the three phase information. Ferretti et al. (1997) proposed a multibaseline approach for
the automatic generation of high quality DEM. The resolution of the coherence image can
be substantially improved and the combination of uncorrelated phase artefacts due to
atmospheric effects significantly reduces their impact on the DEM accuracy.
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2.5.3 Surface movements

The phase difference in the along-track geometry is caused by the motion of a surface and
is used for monitoring, for example, ocean currents. This technique was first implemented
by Goldstein and Zebker of JPL in 1987. Measurements from an inertial navigation system
are used to correct phase shifts in the data caused by aircraft roll (Goldstein et al., 1989).
Another way of estimating the aircraft attitude is the inclusion of a small area of land in the
scene (Goldstein and Zebker, 1987). After the correction for aircraft motion the remaining
phase difference is assigned to geophysical sources such as wind effects, tidal currents,
wave orbital velocities, internal waves and other currents (e.g. Shemer et al., 1993;
Thompson and Jensen, 1993). Carande (1994) estimated the coherence time of the ocean
surface using a dual-baseline interferometric SAR. Ainsworth et al. (1995) demonstrated
that under some conditions even absolute velocities can be determined. Bao et al. (1997)
investigated the ocean wave imaging mechanism and derived a velocity bunching model.

In polar research, the InSAR based measurements provide information about flow
velocities and tidal displacements as well as grounding line positions. The fringe patterns
contain the effects of ice flow motion and tidal action between the times of data
acquisition. Various studies were carried out in the Antarctic peninsula (e.g. Goldstein
et al., 1993; Hartl et al., 1994) and in Greenland (e.g. Joughin et al., 1996b; Rignot,
1996). Joughin et al. (1995) stated that InSAR has its potential for the observation of
small-scale and regional velocity fields of ice sheets as well as for the detection of changes
in ice flow patterns. Kwok and Fahnestock (1996) pointed out that due to the limited
number of available data sets for polar regions, only observations of motions along the line
of sight of the radar are possible so far. By combining data sets from ascending and
descending orbits, an assumption of ice flow direction could be replaced by the more
precise estimation using two velocity  vectors.

Most of the papers published about the use of SAR interferometric data for monitoring
seismic events deal with earthquakes that occurred in California in the first half of the
1990s. Studies on the Landers earthquake of 1992 (Massonnet et al., 1993 and 1994; Feigl
et al., 1995) validated the potential of SAR interferometry for determining coseismic
displacements. Results were also reported from the Eureka Valley earthquake in 1993
(Massonnet and Feigl, 1995; Peltzer and Rosen, 1995) and from the Northridge
earthquake in 1994 (Massonnet et al., 1996; Murakami et al., 1996). Most of these results
agreed well with the conventional measurements. Besides the coseismic displacements, the
interferometric data sets provided more insight into the modelling of the earthquake
motion, e.g. earthquake rupture processes and fault segmentation (Peltzer et al., 1994) and
focal mechanism (Massonnet and Feigl, 1995). The interferograms contain all the
coseismic and some of the postseismic deformations. A rupture map and surface offset
measurements at the faults lead to an elastic dislocation model which is able to explain
most of the fringes in the far and intermediate fields. For the investigation of small-scale
features in the interferogram, Peltzer et al. (1994) simulated three simple distortions - a
rotation about the horizontal and the vertical axis as well as a distributed simple shear.
From the orientation of the resulting fringes the direction of the local displacement
gradient can be calculated. Zebker et al. (1994a) pointed out one important limitation of
the studies previously carried out: the phenomena observed in the interferometric
measurements had the same scale as the distortions contained in the reference data such as
digital elevation models, GPS measurements etc.
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SAR interferometric data have been used in the field of volcanic hazards for monitoring
and mapping of lava flows. First results were achieved by observations from TOPSAR
airborne data. Evans et al. (1992) assessed the damage caused by pyroclastic flows and
lahars, and the intercomparison of volcano morphology. ERS satellite data were
successfully used for the monitoring of small surface changes due to volcanic inflation and
of magma movements due to volcanic deflation (Massonnet et al., 1995; Wadge et al.,
1997). Briole et al. (1997) detected flank deformation due to lava emplacement. InSAR
data were used for topographic mapping of volcanoes (Mouginis-Mark and Garbeil, 1993)
and the mapping of lava flows (Zebker et al., 1996). Stevens et al. (1997) stated that SAR
interferometric data are suitable for the two approaches generally used for mapping lava.
Planimetric mapping of the lava volume is calculated by multiplying the lava area by an
estimated mean thickness, whereas the more precise topographic mapping of the volume
and morphology of the lava is based on a comparison of changes between the pre- and
post-emplacement topography. Because several of the most volcanically active areas of the
world are not covered by the ERS satellite data, the use of these satellites for volcanic
monitoring is limited. This is due to a lack of on-board data storage capabilities and due to
a lack of ground receiving stations covering these areas (Stevens
et al., 1997). These problems can be overcome by using data sets from satellites such as
RADARSAT and JERS-1 which have a tape recording facility.

The suitability of SAR interferometry for the field of change detection was first proved by
a blind experiment carried out by the University of Stuttgart and the Politecnico di Milano
(Hartl et al., 1992; Prati et al., 1992). The height of two corner reflectors deployed in a
calibrated test site was changed between two ERS-1 data acquisitions and these small
changes were detected with millimetre accuracy. Hartl and Thiel (1993) estimated the
extract in a gravel quarrying area based on two cuts in perpendicular directions. Polidori et
al. (1994) evaluated the capabilities of airborne SAR interferometry for change detection
by comparing it with other change detection techniques (multitemporal radiometric
analysis and differential radargrammetry). They concluded that under good imaging
conditions differential interferometry is suitable for mapping small changes such as land
subsidence, landslides or soil erosion.

2.5.4 Other applications

Various studies have been carried out to derive additional information from InSAR data
for areas covered by forestry. Early results based on ERS-1 repeat-pass imagery indicated
that the coherence level in scenes covering forested areas was not sufficient for the
derivation of additional information. Askne et al. (1997) concluded that the coherence is
mainly determined by temporal decorrelation, the volume scattering layer width and the
area fill factor. They developed a model to define a relation between the interferometric
observations and basic forest properties. Coherence properties can be used to distinguish
between forested and non-forested areas. Furthermore, the interferometric effective forest
height was estimated by comparing it with an existing digital elevation model (Askne
et al., 1997). According to Hagberg et al. (1995), the coherence was found to be sensitive
to temperature changes around zero degrees but insensitive to wind speed. Wegmüller and
Werner (1995) were even able to distinguish a number of different forest types. Finally,
Wegmüller and Werner (1997) studied the derivation of vegetation parameters. This was
also extensively investigated by Treuhaft et al. (1996).
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Wegmüller (1996) analysed the potential of SAR interferometric data for hydrology, i.e.
the monitoring of soil moisture. He was able to identify areas with sparse or no vegetation
cover. Furthermore, he could separate changes due to surface roughness from soil
moisture.

The coastline delineation was performed by Schwäbisch et al. (1997) based on a sufficient
coherence level. They concluded that the coherence contains suitable information for
defining the sea/land boundary and monitoring coastal morphodynamics.

The problem of land subsidence due to gas exploration has been the subject of several
studies in the Netherlands (van der Kooij et al., 1995; van Halsema et al., 1995). The main
problem with these kind of land subsidences is that the amount of change over a year is
that small that it is difficult to separate it from atmospheric effects. Compared to the land
subsidence in the Netherlands, the changes due to oil exploration in California, investigated
by Fielding et al. (1997), were much larger.

2.6 TRENDS

The InSAR technique is now well on the way to becoming operational. The focus of
current interferometric research is shifting to operational constraints such as data
availability, quality assessment and future system specifications. More and more
interferometric software packages, described in more detail in section 3.7, are becoming
commercially available.

The success of the ERS satellites inspired the European Space Agency to continue with
the launching of other satellites. The ENVISAT satellite, planned for a December 1998
launch, carries an advanced SAR (ASAR) instrument which has characteristics similar to
the ERS satellites. This satellite operates in the C-band and has a spatial resolution of 30
metres. In addition to that, the ASAR sensor offers a dual polarisation and an incidence
angle range of 15-45 degrees. An on-board tape recording facility provides global
coverage. More technical details about the ENVISAT mission can be found in Bruzzi
et al. (1995) and Kramer (1994).

One complex and spectacular project planned for September 1999 (Werner, 1997) is the
shuttle radar topography mission (SRTM). This co-operative project by the National
Aeronautics and Space Administration (NASA), the National Image and Mapping Agency
(NIMA) and the German Space Agency (DARA) is based on the experience gained during
the two flights of the second SIR-C/X-SAR repeat-pass mission in April and October
1994. The SRTM project is supposed to generate a consistent interferometric data set
acquired during a ten day single-pass shuttle mission covering 80 percent of the global land
surface. The C-band radar will allow continuous coverage through its scanSAR facility,
whereas the X-SAR will operate in a high resolution mode with a swath width of
approximately 50 kilometres. The single-pass approach will be realised by one antenna
placed in the cargo bay of the shuttle and a second antenna system mounted on a 60 metre
long deployable boom structure. In order to achieve the required accuracies, the baseline
needs to be known within an accuracy of 3 millimetres (Werner, 1997). An attitude and
orbit determination avionics (AODA) system will ensure a continuous observation of the
baseline performance. Two GPS receivers on each antenna will provide relative and
absolute position measurements. Electronic distance measurements can be performed in
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case of any system failures. The system will be calibrated over the ocean areas and by
using corner reflectors as ground control points. The successful completion of this mission
will prove itself that the InSAR technique is truly operational.

2.7 FACTORS INFLUENCING THE DATA QUALITY

The quality of SAR interferometric data is influenced by several factors. As mentioned
before, the radar sensor acquiring the data sets is characterised by system parameters such
as look angle, system noise, spatial resolution, wavelength, polarisation and bandwidth.
The satellite orbits provide essential information for describing the viewing geometry
during the data acquisition. Atmospheric effects are assumed to be the most limiting factor
for the quality of spaceborne interferometric data. Decorrelation due to differences in the
two data takes and due to the baseline geometry also have to be considered. Finally the
performance of the data processing needs to be investigated.

2.7.1 Orbits

For spaceborne systems the motion of a satellite along the flight path is described by its
orbit. The actual position and velocity of the satellite at a particular time is given by means
of orbit state vectors. The user is usually provided with five state vectors in the leader file
attached to the complex radar image file. Based on additional observations more precise
orbit information can be obtained which, is available at ESA and other institutions such as
the Delft Institute for Earth-Oriented Space Research (DEOS).

The motion of a satellite, 
���r , can be described by the basic equation for Keplerian motion

given by

� ���r
GM

r
r= − 3  , (2.9)

with the universal gravitation constant G, the mass of the Earth M, the geocentric distance
to the satellite r and the geocentric position vector of the satellite 

�
r .

For the precise orbit determination, a number of additional forces have to be considered
(Fernandes, 1993; Seeber, 1993). Besides the Earth’s gravitational field, the motion of the
satellite is also affected by the sun, the moon and the planets. In this respect, the moon has
the most significant influence. Although the sun is more massive, its effect is relatively
smaller as the distance between the sun and the Earth is very large. An atmospheric drag is
caused by the friction between the satellite surface and the surrounding atmosphere. The
solar radiation produces a pressure on the satellite most of which comes directly from the
sun but part of it also comes from the reflection from the Earth (albedo). The solid Earth
and oceanic tides change the gravitational potential of the Earth and are therefore
indirectly a gravitational effect of the sun and the moon.
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2.7.2 Atmosphere

Atmospheric effects are assumed to be one of the most limiting factors of differential
interferometry. A homogeneous atmosphere affects the entire image and depends on the
incidence angle as well as on the baseline whose effect on the atmosphere is negligible.
These atmospheric effects can be removed by adequate processing. The refraction, for
example, causes pixel misregistration and artefacts in the phase difference (Tarayre and
Massonnet, 1994 and 1996). The heterogeneous atmospheric effects appear locally and are
difficult to detect. These effects are caused by tropospheric turbulences and by time and
space variations of the water vapour content (Goldstein, 1995; Zebker et al., 1997). One
proposed method for the reduction of the effect of atmospheric noise is the averaging of
interferometric measurements from independent image pairs (Zebker et al., 1997). Tarayre
and Massonnet (1996) stated that with SAR interferometric measurements ionospheric
phenomena could be detected more precisely than with GPS. InSAR is a new remote
sensing tool for the investigation of tropospheric turbulences and ionospheric phenomena.

2.7.3 Temporal decorrelation

Temporal decorrelation is one of the major constraints of repeat-pass interferometry. It is
caused by all the physical changes occurring at the terrain surface between two data
acquisitions. These changes are measurable as variations in the dielectric constant of the
vegetation surface and covering soil layer. Zebker and Villasensor (1992) studied changes
over time for various terrain types. The correlation of a desert area remained unchanged
whereas forested terrain showed a significant loss of coherence with time.

2.7.4 Baseline decorrelation

Baseline decorrelation is a factor of the viewing geometry which is determined by the
orbits chosen for the data acquisition. With an increasing length of the baseline the noise
level rises which leads to a decorrelation of the radar signals. The baseline decorrelation is
always in the system and cannot be avoided (Zebker et al., 1996). It can be reduced to a
certain extent at the expense of image resolution (Gatelli et al., 1994). Franceschetti et al.
(1996) developed a general and compact formulation of the baseline decorrelation
coefficient.

2.7.5 Processing

The performance of the interferometric processing is another important factor influencing
the quality of the final products. The processing steps shown in Figure 2-11 are well
studied and different procedures for the implementation have been proposed. Due to the
limitations in terms of processing speed, InSAR processing is a trade off between accuracy
and processing time. A standard procedure therefore does not exist. For the quality of the
final products, accurate co-registration of the two input images is a prerequisite. Based on
a good image registration, ideally up to 1/10 of a pixel, reliable quality for interferometric
products can be achieved. Due to its complex nature, phase unwrapping remains the most



2. Review of SAR interferometry

25

critical issue in the interferometric processing. There is still some research effort needed in
order to optimise the processing steps. These are described in more detail in chapter 3.

Figure 2-11: Interferometric processing chain

Slave  image, 
resam pled
in azimuth
by factor 5

Image
co-registration

Interferogram
generation

Unchanged
master
image

Co-regis tered
slave im age

Complex
inte rferogram

Coherence
image

Phase
unwrapping

Conversion
to height

Digita l 
elevation model

Unwrapped
phase,

problem areas
masked out

Master image, 
resam pled
in azimuth
by factor 5



27

3 INTERFEROMETRIC PROCESSING

The processing of SAR interferometric data is a complex issue. Based on the quality of the
data sets, the performance of each single processing step has its influence on the final
product. With the increasing availability of more powerful hardware, the performance of
the software packages can still be improved in terms of accuracy, flexibility and processing
speed.

3.1 DATA SETS

Successful data processing is possible only if the quality of the input data is suitable. For
the interferometric processing complex radar imagery is required, i.e. the radar signal
needs to contain an intensity information as well as a phase value. A convenient
representation of the complex signal, as it consists of a real and an imaginary part, is a
vector whose length represents the amplitude and whose orientation refers to the phase.
This vector is the resultant of all scattering objects within the resolution cell and is, in
radar terminology, referred to as phasor. For the interferometric processing either raw data
or single look complex (SLC) data can be used. In case of SLC data, it is a prerequisite
that the phase information contained in the raw data is preserved during the SAR
processing.

Table 3-1: Interferometric data sets supported by available software packages 1. * Commercially
available
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The sensors supported by the available software packages are given in Table 3-1.

As mentioned before, the ERS-1 satellite was the first operational spaceborne system
which acquired radar data theoretically suitable for SAR interferometry. Coulson (1993)
reported about the first interferometric experiments based on ERS-1 data sets. He
concluded that ERS-1 satellite meets all the requirements for interferometric applications.
From the theoretical point of view, the InSAR technique is assumed to generate digital
elevation models with an accuracy in the order of a few metres (Coulson, 1993). The
results are even more remarkable, when one considers that the ERS-1 satellite was
designed for the observation of the sea surface, and not specifically for SAR interferometry
over land.

With the launch of the ERS-2 satellite, the acquisition of data sets from both ERS satellites
on two consecutive days was possible decreasing the effect of temporal decorrelation by
reducing the repeat cycle from 35 days to one day. This combined data acquisition is
referred to as tandem mission. A first testing of the ERS tandem data quality was
performed by Solaas et al. (1996). A large number of interferometric data sets acquired
one day apart are available covering large parts of the Earth’s surface, as shown in Table
3-2. The range of the baselines indicates that these data sets can be used for most of the
interferometric applications.

Table 3-2: Acquisition statistics of ERS tandem data (Solaas, 1996)

The combination of ERS-1 data sets from ascending and descending orbits was used to
improve the accuracy of an interferometrically derived DEM (Schwäbisch, 1995; Carrasco
et al., 1997). Carrasco et al. (1997) generated digital elevation models, one from an
ascending image pair and one from a descending image pair, and combined both elevation
maps using coherence based height averaging. This approach led to a significant
improvement in the overall DEM accuracy. The effects caused by layover and shadow can
also be reduced (Schwäbisch, 1995). The most critical step of this method is the exact
superimposition of one DEM over the other. The elevation models should not contain
propagated errors from the phase unwrapping in order to allow an accurate matching of
both DEMs.

ERS data are acquired and processed by several processing and archiving facilities (PAFs).
It is in the user’s interest to perform SAR interferometric processing without having to
take into account which PAF actually produced the data sets. A number of tests are
defined in the product specifications of SLC data to ensure the data quality e.g. the already
mentioned phase preservation during the processing. The cross-compatibility of the

Baseline Number of
frame pairs

Percentage
of total

B p erp <

<

<

<

<

<

50  m

30 0 m

60 0 m

50  m

30 0 m

60 0 m

22 181

81 619

62 21

10 28

20

73

6

1B p erp

B p erp

B p erp



3. Interferometric processing

29

images, i.e. the overall performance of the processors including the combination of data
sets processed by different PAFs, are not covered  by these tests. For these reasons,
Barmettler et al. (1996) carried out a study comparing data sets from the central (CPRF),
the German (D-PAF) and the Italian (I-PAF) processing and archiving facility. They
concluded that, apart from problems with the time-referencing and minor disagreements in
the CEOS header format, SLC data can be used for interferometric processing without a
loss of overall quality.

Rossi et al. (1996) evaluated the interferometric potential of JERS-1. The only operational
spaceborne L-band system has a repeat cycle of 44 days. This leads to temporal
decorrelation but this loss of coherence is limited in time because the wavelength is
relatively insensitive to changing vegetation. The geometrical constraints and the
coherence loss due to baseline decorrelation are partly compensated by the relatively large
look angles in the range of 32-38 degrees. With this stability in time, JERS-1 data sets are
suitable for the monitoring of surface displacements. Besides this, the on-board tape
recording facility on board the JERS-1 satellite provides nearly global coverage.

The capabilities of RADARSAT were evaluated by Vachon et al. (1995). They extended
the ERS-1 case and performed a theoretical, comparative study. The fine-resolution mode
of RADARSAT with large look angles has a more favourable geometry than ERS
satellites. It is expected that high quality interferometric data sets can be acquired
especially over dry regions with little vegetation. The on-board tape recording of
RADARSAT also allows global coverage. Besides these advantages, it appears that
RADARSAT’s interferometric capabilities also have some limitations. A repeat cycle of 24
days leads to temporal decorrelation. The tracking of the RADARSAT satellite is less
precise compared to ERS satellites. Overall, the RADARSAT system is assumed to have a
lack of robustness to generate DEMs in an operational way (Gens and van Genderen,
1996b). For a final evaluation more experimental results are required.

The potential of X-SAR for SAR interferometry was demonstrated by Moreira et al.
(1995). The operational use of the X-SAR sensor on the shuttle platform was limited due
to the squint instability of the shuttle. On the other hand, the short wavelength enables a
short baseline for a given height resolution if the sensor is used in the across-track mode.
The system in a single-pass SIR-C/X-SAR configuration on the shuttle, as suggested for a
third SIR-C mission, is only limited by the system noise.

The TOPSAR system, a multifrequency (P-, L- and C-band) and multipolarisation airborne
system, is operated by NASA/JPL (Zebker et al., 1992). The existing AIRSAR system was
modified to optimise the performance in the topographic mapping mode. Madsen et al.
(1995) analysed and evaluated the TOPSAR system concerning its interferometric
capabilities. They stated that the evaluation of InSAR systems in relation to topographic
mapping  should be split into two separate problems. Effects directly related to system
parameters should be dealt with separately from target effects such as volume scattering
etc. For the optimisation of the performance a calibration of the InSAR system is essential.
This needs to be carefully planned and executed. Further research on appropriate
calibration procedures is required.

Faller and Meier (1995) presented first results from the DOSAR system, an airborne
interferometer using C-band. The results achieved agree well with known airborne InSAR
characteristics. The advantage of single-pass interferometry in terms of temporal
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decorrelation leads to a high coherence in difficult areas e.g. forested areas. The platform
motion has a critical influence on the interferometric height but the effect of the roll angle
can be eliminated by precise motion compensation techniques. The phase noise caused by
the small airborne baseline can be compensated by multilook processing. Goblirsch et al.
(1995) investigated the influence of filtering in the process of DEM generation. They
suggested to minimise the filtering of the height values due to the sensitivity of the phase
information.

3.2 CO-REGISTRATION

One of the key issues of the whole interferometric processing is the co-registration. The
quality of the co-registration significantly influences the final quality of any SAR
interferometric product. No reliable results can be achieved if the initial co-registration is
not sufficient. The co-registration invokes the challenging trade off between the processing
time and the quality of the applied method, especially because it is one of the most critical
and time consuming processing steps. Therefore, special care should be taken during this
important processing step.

During co-registration, one image called the slave image is aligned to a reference image
called the master image. The co-registration consists of two steps: the change of the
location of each pixel in the slave image with respect to the master image, and the
recalculation of the amplitude and phase information of the phasor by interpolation for
each pixel of the slave image. Due to a fractional shift of a pixel during the co-registration,
the phasor will now contain different scatterers. Therefore, the resultant of the phasor will
be slightly different. Practically, the first part of the process of co-registration, the
alignment of master and slave image, can be further split up into two separate steps, the
coarse co-registration and the fine co-registration.

The coarse co-registration can be realised in different ways. The most preferred and
generally used approach makes use of the information on satellite orbits. Theoretically, the
satellite orbits could also be used for the fine co-registration but the accuracy of the
satellite orbits and the moments of acquisition is not sufficient for this purpose. Based on
the orbital state vectors, the moments and the centres of the image, the coarse co-
registration of master and slave image is carried out. According to Small et al. (1993), an
accuracy of 	 2 pixels in range direction and 	 10 pixels in azimuth direction have been
achieved in this study. Alternatively, the master and slave image can be co-registered
manually by using tie points that need to be selected in both images (Kwoh et al., 1994).
Finally, a multiresolution approach for the matching of two images was proposed by
Lemmens (1992) which could also be used for the coarse co-registration of complex radar
data. It basically uses techniques for the fine co-registration but with the data sets in lower
resolution to save significant processing time.
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For the fine co-registration several methods have been proposed and implemented.

The coherence co-registration estimates the optimal shift of the slave image for a maximal
coherence between master and slave image. This approach was used by many scientists
(Prati and Rocca, 1990; Hartl and Xia, 1993; Carrasco et al., 1995).

The signal-to-noise ratio (SNR) co-registration (Gabriel and Goldstein, 1988) achieves the
optimal shift of the slave image by calculating the noise of the interferogram in the
frequency domain using the full complex values for the co-registration.

The average fluctuation co-registration (Lin et al., 1992) calculates the level of noise
directly in the interferogram, i.e. based only on phase information, assuming that the
fluctuation of the phase represents the noise. The optimal shift of the slave image is
achieved when the average fluctuation function reaches a minimum.

A detailed study on the different co-registration techniques was carried out by Samson
(1996).

The co-registration depends on a number of parameters, given in Table 3-3. For a
sufficient approximation of some of these effects higher-order polynomials are required.

Table 3-3: Influence of different parameters on the co-registration (modified from Samson, 1996)
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0

0
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The requirements in terms of  quality of the co-registration process are related to the
expected phase error caused by any misregistration. Just and Bamler (1994) showed in a
study that a misregistration does not lead to a shift of the interferometric phase but to a
variance in phase. According to this study, no significant reduction of the phase error can
be expected if the co-registration is carried out with an accuracy better than 1

8  of a pixel.

The interpolation method used during the co-registration process has a significant impact
on the quality of SAR interferometric products. Geudtner (1995) investigated the influence
of the interpretation method used for the resampling of the slave image. He compared the
processing results of data sets based on bilinear interpolation with the resampling using
cubic splines and achieved an improvement of ten percent in terms of coherence in the
correlation between master and slave image.

3.3 INTERFEROGRAM GENERATION

As mentioned before, the interferogram is defined as the product of the complex SAR
values of a slave image and the complex conjugate of a master image, i.e. the amplitudes
of the corresponding pixels are averaged and the difference of the phase values for each
point in the image is calculated. The generation of the interferogram results in a reduction
in size of the data set. The pixel size in the calculated interferogram is generally adapted to
the pixel size in ground range. Since the ERS data sets, for example, are given with a pixel
spacing of 20 metres in range direction and 4 metres in azimuth direction, respectively, the
amount of data can be reduced by factor 5. Multilook processing can further reduce the
amount of data and the noise at the expense of a loss in spatial resolution. For the
multilook processing the range and azimuth bandwidths are divided into sub-bands
focusing each sub-band to an individual image (look). The summation of the spectrally not
overlapping and therefore uncorrelated sub-bands leads to a speckle reduced image.

The complex multiplication of the two images in the spatial domain corresponds to a
convolution of both spectra in the frequency domain. The bandwidth of the product is,
therefore, the sum of the bandwidths of the original data sets. Since the sampling rate of
the originals do not exceed twice the Nyquist frequency, phase aliasing effects, a folding of
the spectra in azimuth direction which shows up as ambiguities, occur. These phase
aliasing effects can be eliminated by oversampling. For two-dimensional complex data sets,
this is realised by zero-padding, i.e. the spectral values are set to zero by limiting the
bandwidth (Schwäbisch, 1995).

3.4 PHASE UNWRAPPING

An interferogram contains a phase information which is directly related to the topography.
Since this information is given modulo 2�, there is an ambiguity problem in calculating the
correct integer number of phase cycles that needs to be added to each phase measurement
in order to obtain the correct slant range distance. This ambiguity solution is referred to as
phase unwrapping.

The problem of phase unwrapping has been the focus of InSAR research for several years.
Numerous methods were proposed and implemented for this most complex issue of the
interferometric processing chain. No satisfying solution to this problem has been found so
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far. Also an overall comparison of the existing techniques, e.g. on a simulated data set
under controlled conditions, is missing. A complete description as well as an evaluation of
all existing techniques is beyond the scope of this study. Therefore, only the basic
techniques, the main developments and trends of phase unwrapping are discussed here.

The first method developed for the unwrapping of the interferometric phase was developed
by Goldstein et al. (1988). This so called branch cuts approach is based on the
identification of residues, local errors in the measured phase caused by signal noise or by
actual discontinuities,  and the definition of suitable branch cuts to prevent any integration
path crossing these cuts. The estimated neighbouring pixel differences of unwrapped phase
are integrated along paths avoiding the branch cuts where these estimated differences are
inconsistent. The problems of this approach are the definition of suitable branch cuts and
the time consuming computations.

The fringe detection method from Lin et al. (1992) tries to find the location of fringe lines
in the phase difference image which might be interrupted. Using edge detection techniques
the image is enhanced by filtering and a threshold is applied to the image. The phase is
unwrapped by adding a multiple of 2� each time the integration path crosses a fringe line.
The multiple is determined by the number of fringe lines between the pixel and a reference
pixel. Practically, this method can only be applied in interferograms where fringes are
greatly separated and the signal-to-noise ratio (SNR) is high (Hartl and Wu, 1993;
Schwäbisch, 1995).

The least squares approach is based on studies of Fried (1977) and Hudgin (1977) on
optical imagery. The mean square deviation between the estimated and the unknown
neighbouring pixel differences of the unwrapped phase is minimised. The computational
efficiency can be significantly improved by fast Fourier transform techniques (Takajo and
Takahashi, 1988; Ghiglia and Romero, 1994). The least squares approach tends to spread
the errors occurring instead of concentrating them on a limited set of points. To overcome
this accuracy problem, least squares algorithms weighting the wrapped phase were
proposed (Ghiglia and Romero, 1994; Pritt, 1996). The resulting accuracy depends on the
weighting mask used and the computational efficiency decreases compared to the
unweighted approach.

A very promising new technique has recently been proposed by Constantini (1996). He
formulated the phase unwrapping as a minimum cost network flow problem. This new
approach appears to be relatively accurate and efficient (Constantini, 1996). The
development of solutions of minimum cost network flow problems itself is a very active
research field and there are a reasonable number of implemented algorithms available. An
exhaustive review of these algorithms is given by Ahuja et al. (1993).
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3.5 CONVERSION FROM PHASE TO HEIGHT INFORMATION

For the derivation of the terrain height from interferometric phase information, several
approaches have been developed. The method described by Small et al. (1993) requires a
refinement of the baseline and imaging geometry, which can later also be used for the
geocoding (section 3.6) of the digital elevation model. With a suitable number of well
distributed reference points, the spatial position and orientation of the baseline is
determined. This method requires the knowledge of precise orbit parameters as well as a
number of reference points which are sometimes difficult to identify. Schwäbisch (1995)
proposed an alternative approach for the conversion from phase to height using only one
reference point. This method is based on the measurement of the absolute interferometric
phase in a regular grid and the solution of an equation system to convert the phase into
height information by least squares adjustment.

The most critical step of this procedure, that is often underestimated, is the transformation
of the height information from the satellite geometry, given in the conventional terrestrial
system (CTS), to a reference system suitable for topographic mapping. The CTS is an
earth-fixed reference system established through the conventional direction to the mean
orientation of the polar axis (conventional terrestrial pole) and a zero longitude on the
equator (Greenwich mean observatory)(Seeber, 1993). For the conversion between the
different height systems three surfaces, illustrated in Figure 3-1, are to be considered.

Figure 3-1: The three reference surfaces - topography, geoid and ellipsoid

The topography represents the physical surface of the Earth. The geoid is defined as that
level surface of the gravity field with the best fit to the mean sea level which may extend
inside the solid body of the Earth (Torge, 1991). The ellipsoid defines a mathematical
surface approximating the physical reality while simplifying the geometry for
computations. The geoid undulation, the vertical separation between the geoid and a
reference ellipsoid, can reach values up to 100 metres on a global scale (Seeber, 1993).
The vertical deflection is defined as the angle between the directions of the ellipsoidal
normal and of the plumb line.

A comprehensive introduction to the different height systems is given by Heiskanen and
Moritz (1990). The different height systems can be related to each other by means of the
geopotential number C which is defined as
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C W W= − = ∫0  g dn
 geoid

 point
 , (3.1)

where W and W0 are the potentials of gravity of a point and the geoid, respectively.
Alternatively, it is expressed in terms of the gravity g, and the levelling increment dn. The
different heights are then calculated by dividing the geopotential number by a gravity
value. For the dynamic height a constant normal gravity 
0 for an arbitrary standard
latitude, usually 45 degrees, is used. As it has no geometrical meaning, the dynamic height
has a limited practical sense. The orthometric height is the natural “height above sea level”
and measured along the current plumb line from the foot point on the geoid and the point
on the Earth’s surface. As the gravity value the mean gravity g  is taken. The normal
height represents the vertical distance from the terrain surface to the quasigeoid, i.e. the
ellipsoidal height reduced by the height anomaly �, measured along the ellipsoidal normal.
In this case, the gravity value for the calculation of the height is the mean normal gravity
γ along the plumb line (Heiskanen and Moritz, 1990). Extending the normal heights
downward from the Earth’s surface yields the quasigeoid as reference surface for heights
(Torge, 1991).

The height derived from SAR interferometric data sets are basically calculated based on a
viewing geometry determined by means of orbital parameters. The satellite orbits are given
in the CTS system. Therefore, the heights calculated in this system refer to a reference
ellipsoid. The ellipsoid is a convenient reference frame, as it is a mathematical figure, and
also provides a good approximation to the geoid. According to Frei et al. (1993), there are
mainly two reasons to give a preference to the geoid as a reference system rather than an
ellipsoid. The reference to the mean sea level allows to use tide gauges placed around the
coastline as height reference points. The second point is the physical significance of
orthometric heights. The geoid ensures a horizontal representation of water surfaces such
as lakes and seas. This is why the heights used in topographic maps have the geoid as
reference whereas the horizontal information refers to a position on an ellipsoid. If the
DEM is used as an input for further calculations, the user might need to combine this
height information with his own measurements which are usually in geoid related reference
system. In this case it is more user friendly to provide the required information in the same
reference system as the measurements.

3.6 GEOCODING OF THE DIGITAL ELEVATION MODEL

The geocoding of SAR interferometric products makes these products useful for a number
of applications. According to Small et al. (1995), geocoded products can be used for

� validation of InSAR derived height maps,
� investigation of class dependent coherences (Small et al., 1994),
� investigation of ascending versus descending coherences (Small et al., 1994),
� normalisation for radiometric effects of topography (Holecz et al., 1994) and
� differential interferometry (Massonnet et al., 1993).

The geocoding defines the transformation between a local coordinate system and global
Cartesian coordinates. It can be performed in two different ways depending on the
availability of a reference DEM. If a reference DEM is available, the Doppler frequency
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can be calculated based on the DEM positions and the satellite orbit. Knowing the Doppler
centroid, which determines the position of the sensor for any backscatter element, the
frequency shift is iteratively calculated. The sensor position is moved until the Doppler
frequency is equal to the Doppler centroid, providing the azimuth coordinate. The range
coordinate is given by the difference of the slant ranges of determined pixel and first near
range pixel divided by the pixel spacing in range. The final step is the resampling in a
standard map projection. This approach was described in more detail by Meier et al.
(1993).

The geocoding can also be performed without a reference DEM (Small et al., 1995). For
the approach the refinement of the baseline and imaging geometry is a prerequisite. The
geocoding is then done by calculating the look vector corresponding to each azimuth pixel
and adding it to the orbital position. This procedure leads to an irregularly gridded set of
points which can be resampled to a regular grid using e.g. a Delauney triangulation. Other
interpolation methods such as nearest neighbour etc. are less time consuming but also less
accurate.

3.7 SOFTWARE PACKAGES

Over the past few years, numerous software packages for SAR interferometric processing
have been developed. Most of them were designed by the research institutes that started
working in the field of SAR interferometry, due to a lack of commercially available
software. Therefore, most of the software packages are for internal use and generally
consist of standalone modules created for the various interferometric processing steps.
Their main purpose is to support the research carried out at these institutes and, hence, the
aspects of user friendliness (e.g. user interface, standards, documentation, user manuals,
etc.) is of minor importance. In the meantime, a few commercial software packages, based
mainly on the mentioned “research” packages, have become available in the market. The
interferometry module distributed by PCI was developed by the Institute of Navigation in
Stuttgart. The Gamma software was programmed by scientists of the RSL in Zurich and
JPL in Pasadena. The Atlantis Scientific Inc., the provider of the third commercially
available packet, recently entered into an agreement with PCI and the future releases will
be integrated into the existing PCI software package. Finally, the software developed from
the Joanneum in Graz has now been integrated into the Erdas IMAGINE package.

The information about the different software packages presented in Table 3-4 is the result
of a questionnaire sent to the institutes asking for the technical specifications of their
system (for more details on each software package see Appendix A). The specifications
about the commercial packages are taken from the user manuals, the websites of the
companies and by means of personal communication.

The questionnaire aimed at gathering general information about the software packages
such as system specifications, supported sensors and formats, and calculated products.
More detailed information about algorithms, processing time etc. were out of the scope of
this investigation. Therefore, a general comparison of the packages is not possible. For a
detailed study about the performance, capabilities and limitations of the software packages,
more specific information about the implemented algorithms is required. Furthermore, an
artificial data set could simulate different scenarios checking the performance of the
systems in terms of processing speed, accuracy of the implemented algorithms, noise and
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influences of terrain such as slope gradient and aspect, type of landscape etc. within a
controlled environment. Another point to be considered is that products such as a
differential interferogram can be produced without having included an automatic
procedure in the InSAR package. Often modules developed for different purposes were
adapted for the use in SAR interferometry. It is difficult to take these considerations into
account for an objective evaluation of software performance.

Table 3-4: Interferometric products supported by the available software packages 2.
* Commercially available

For this study two commercially available software packages, one from Atlantis Scientific
Inc. (EarthView InSAR, Versions 1.0.5 and 1.1.0) and the other from PCI (PACE IFSAR
Interferometric SAR, Version 6.1 Beta) were used. With the Atlantis package, running on
a SUN Ultra workstation, the research on the sensitivity study and the error propagation
was carried out. The PCI software, a PC version running under Windows ’95, only served
as reference for the comparison of results obtained from the Atlantis software package.
Since each single processing step needs to be started separately with changing parameter
files, the system has but limited practical use for a study of error propagation, whereas the
Atlantis package allows the performance of a tailored processing scheme.

                                               
2 Besides these, there are other software packages such as from Intermap (Canada), NPA (United

Kingdom) etc.  for which no detailed information was available
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4 QUALITY ASSESSMENT
OF DIGITAL ELEVATION MODELS

In the literature the terms digital elevation model (DEM) and digital terrain model (DTM)
are often used synonymously. Burrough (1986) defines a DEM as “any digital
representation of the continuous variation of relief over space”. He states that the term
digital terrain model “often implies attributes of a landscape other than the altitude of the
landscape”. Considering that a high quality DEM contains information not only about the
height but also about all morphological features such as breaklines or height spots, these
terms can be used in a synonymous way.

There are two main aspects concerning the quality assessment of digital elevation models
which are of particular interest for this study. For the estimation of the potential of SAR
interferometry in terms of providing high quality height information, it is useful to compare
the InSAR technique with other existing techniques used for creating DEMs. Besides that,
the procedures for assessing the quality of these digital elevation models indicate which
quality measures could be used for the error propagation approach.

4.1 TECHNIQUES FOR CREATING DIGITAL ELEVATION MODELS

A wide range of techniques has been developed for creating digital elevation models. The
classical approach of deriving DEMs from contour lines on topographic maps is still a
commonly used technique. Aerial photogrammetry has been used for many years and the
geometry was adapted to the field of airborne radar. With the availability of optical
satellite sensors it was possible to acquire DEMs from spaceborne imagery in a
stereoscopic way. The improvement in the development of kinematic GPS and inertial
navigation systems (INS) improved the performance of aerial photogrammetry and enabled
the implementation of laser scanning systems. All these techniques are described in further
detail later in this section.

Digital elevation models can be stored in several ways depending on the techniques used to
acquire the elevation information. According to Carrara et al. (1997), these methods can
be grouped into four basic approaches. Contour lines are mostly used as relief
representation in topographic maps. Stereo aerial photographs provide height information
in form of profiles. The most common approach to represent three-dimensional data is to
use a regular raster grid. In order to store the morphological information in an optimal
way, triangulated irregular networks (TINs) were developed. TIN structures are not
aiming at an efficient interpolation technique. They represent a straight forward possibility
to derive terrain characteristics. Therefore, the distribution of points used as nodes in the
TIN structure should represent the actual morphology in an optimal way.
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4.1.1 Contour lines

Contours are still the main source for creating DEMs since they provide necessary
morphological details, such as breaklines and spot heights, to represent the terrain surface
in a suitable form as shown in Figure 4-1. In general, they are derived from existing
topographic maps. Additionally, selected point or profile measurements are sometimes
necessary to describe the terrain surface in more detail.

Contour lines need to be interpolated in order
to determine the height of the intervening
points. A large number of interpolation
algorithms has been proposed or developed.
Some of these algorithms consider that the
measured elevations are a group of randomly
distributed point observations. The inter-
polation is performed using weighted moving
averages, bicubic splines, finite elements etc.
Other techniques were specifically developed
for contours exploiting the specific
topological and morphological characteristics
of the contour lines. These methods are
discussed in more detail by Clarke et al.
(1982).

According to Carrara et al. (1997), the accuracy of the contours mainly depends on the
quality and scale of the aerial photographs, on the characteristics of the photogrammetric
device as well as on the skills of the operator. Regardless of the efficiency of the selected
DEM generator, the original data are degraded by any kind of processing. According to
Finsterwalder (1952), the error of contour lines mh derived from photogrammetry can be
estimated by

mh  a  b= + ⋅ tanα , (4-1)

with the height error a, the error in position b and slope of the terrain �. This equation was
first given by Koppe in 1902.

In North America the so called c-factor is used to determine the smallest contour interval
which can be achieved with different photogrammetric instruments (Konecny and
Lehmann, 1984). The c-factor is defined as the ratio of the flying height and the contour
interval and varies with the instruments.

Wood and Fisher (1993) evaluated the interpolation methods such as inverse distance
weighting, contour flood filling, simultaneous over-relaxation and one-dimensional spline
fitting, and concluded that the interpolation using profile convexity detects the artefacts
produced by the interpolation process most effectively. For this assessment they visualised
the discrepancy between the measurements and the reference model by superimposition.
The suitability of this approach lies in its flexibility in the visual interpretation and its
significance for showing the data uncertainty e.g. to GIS users. Wood and Fisher (1993)
stated that the root mean square (rms) error indicates the frequency distribution of the

Figure 4-1: Digitised contour lines
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differences between the measured heights and the true elevation and, hence, a more precise
measure than the maximum discrepancy. That does not solve the problem to extract the
meaning of a single global measure for the description of a spatially varying elevation
surface.

4.1.2 Aerial photogrammetry

Aerial photogrammetry using block adjustment (Figure 4-2) is the classical technique for
the creation of elevation models and has been used for a very long time. It is based on the
basic principle of aerial triangulation which determines the coordinates of a point on the
ground in three dimensions. The early developments of block adjustment methods
(Schermerhorn, 1960) with analogue instruments were replaced by programs for the
adjustment of triangulation strips on analytical plotters (Ackermann, 1961). The
introduction of additional parameters for systematic image distortions led to an improved
accuracy (Bauer and Müller, 1972). This was the first step in the development of advanced
bundle block adjustment programs (e.g. Jacobsen, 1982). For a summary of the
developments in the field of aerial photogrammetry, the reader is referred to Konecny and
Lehmann (1984).

Figure 4-2: Geometry of block adjustment in aerial photogrammetry

The development of the global positioning system (Kaplan, 1996; Seeber, 1993) had a
large impact on the requirements for aerial photogrammetry in the production of elevation
models. GPS data and conventional photogrammetric aerial triangulation observations can
be merged into a combined block adjustment. With the introduction of GPS measurements
in aerial photogrammetry, the number of ground control points required for the block
adjustment could be significantly reduced (Ackermann, 1992).

According to Ackermann (1996c), GPS positioning is applied in aerial photogrammetry in
different ways. The first application of GPS for photogrammetry is the determination of
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ground control points by standard GPS ground survey methods. Secondly, GPS is
regularly used for flight navigation based on real-time positioning by pseudo-range
observations. Furthermore, the camera position for aerial triangulation is measured using
relative kinematic GPS positioning by differential carrier phase observations.

Since the GPS measurements are given in the WGS84 reference system, the GPS
coordinates need to be transformed into local coordinates. The relation between a local
ellipsoid and a global reference system, called datum, is defined by at least five parameters:
the semi-major axis of the reference ellipsoid, the flattening and the three datum shift
parameters (Seeber, 1993). Since generally no absolute coordinate reference is maintained,
the datum for the photogrammetric block has to be provided in a way other than by GPS.
One possibility is the usage of a few conventional ground control points, usually four xyz
control points in the corners of a regular block.

The main problem of on-board GPS, apart from cycle slips, is the high probability of signal
interruptions during flight turns, which requires a reassessment of ambiguity problems, in
order to maintain a continuous GPS trajectory. The development of more robust
estimation procedure in the GPS software improves the ambiguity solution caused by the
flight turns. A singularity problem occurs in case GPS measurements are applied stripwise
with a standard overlap and four control points. It can be compensated by either a chain of
vertical control points at either end of a block or preferably by flying two cross strips
(Ackermann, 1996c). Jacobsen and Schmitz (1996) extended the model for the combined
bundle block adjustment considering also the geometric relationship between the airstrips.
This approach makes crossing flight strips negligible and requires only four ground control
points.

The ultimate goal of using GPS for aerial photogrammetry is to become independent from
any ground control (Ackermann, 1996c). This requires continuous GPS trajectories of
high quality with regard to a GPS datum as well as the transformation to a national
reference system.

4.1.3 Radar techniques

Besides radar interferometry, there are a few other techniques developed for the
generation of digital elevation models from radar imagery. Existing techniques for the
derivation of DEMs based on optical imagery have been adapted to the radar approach.
These techniques include radargrammetry as well as radarclinometry.

Leberl et al. (1986) developed a mathematical model for radar stereomapping to determine
the optimum incidence angle combination of radargrammetric stereoscopy for visual
interpretation of a geologic site and for topographic mapping. The radargrammetric
technique can be implemented in different ways. The conventional stereoplotter can be
modified to incorporate the radar geometry, whereas an analytical plotter realises the
stereo geometry using a software algorithm. The setup of the stereomodel consists of
several steps. With the inner orientation the relation between plotter coordinates and image
coordinates is determined. The image coordinates of ground control points are iteratively
calculated using approximations for sensor position and velocity vector of the antenna. A
final least squares adjustment using ground control and additional orientation points
ensures a parallax-free stereomodel for the data collection. In mountainous areas the
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problem of layover, foreshortening and shadows occurs. There are various approaches to
overcome or at least reduce these effects. On the one hand, the airborne configuration
allows a stereo data acquisition of the area from the same direction in different flying
heights. On the other hand, the area can be covered from different directions.

A comprehensive introduction to radargrammetric image processing is given by Leberl
(1990). The improvement of the radargrammetric technique by advanced automatic
correlation methods and the availability of more suitable data sets led to a revival of
radargrammetry. Raggam and Almer (1996) created a DEM calculated from JERS-1
imagery using a parametric model. The good orbital information of the ERS-1 satellite
allowed the derivation of a digital elevation model from ERS-1 data even without ground
control points (Chen and Dowman, 1996). Stereoscopic data from RADARSAT offer a
great potential for radargrammetry, since RADARSAT is able to acquire fine resolution
data with variable incidence angles (Dowman et al., 1997). Dowman et al. (1997) pointed
out that due to the less precise orbit and system parameters (compared to the ERS
satellites), the use of ground control points for reconstructing the image geometry is
required.

The radargrammetric technique is in operational use for a long time by various Canadian
companies (Intera, Intermap etc.) mainly using airborne systems (e.g. Mercer et al., 1994).
Recently, the existing system for stereoscopic DEM extraction has been extended for the
use of RADARSAT imagery (De Col et al., 1997).

The first practical application of radarclinometry, also referred to as shape-from-shading,
was published by Wildley (1984). He also presented the underlying mathematical theory of
radarclinometry (Wildley, 1986). The basic principle of radarclinometry is adapted from
photoclinometry which is based on the idea that the surface brightness is predictable by the
photometric function for a given illumination considering the normal albedo of a terrain
point. Using this relation between the geometry and the terrain, the inversion of the
radiometric incidence angle correction enables an estimate of the local terrain slope given
as the brightness of a pixel. The integration of the pixel values in range direction leads to a
height profile of the terrain. By further integration in range and azimuth including filtering,
a digital elevation model can be derived from a single SAR image.

4.1.4 Stereoscopy using optical satellite imagery

Since the first SPOT satellite was launched in February 1986, stereo pairs from SPOT
PAN imagery with ten metres pixel size have been available on request using the viewing
geometry shown in Figure 4-3.
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Figure 4-3: Stereoscopic viewing geometry of  the SPOT  satellite

There are two types of product which are suitable for the derivation of elevation models.
For the radiometric correction of the Level 1A product only a detector normalisation is
performed using a linear model, i.e. the difference in sensitivity between CCD detectors
are equalised. Besides the radiometric correction, the Level 1B product is also
geometrically corrected. These corrections consider systematic distortions such as
panoramic effects, earth rotation and earth curvature effects, and the variation in orbital
altitude with respect to the reference ellipsoid.

The geometrical model of a CCD line scanner such as SPOT has been clearly described by
Toutin (1985). Konecny et al. (1987) evaluated the stereo capabilities of hardcopy SPOT
Level 1A imagery by adapting the CCD line geometry to analytical instruments. They
modified an existing bundle block adjustment program introducing additional parameters
to account for non-uniform movements and the Earth rotation. The unknowns were
approximated based on satellite orbital data. This approach is hardware independent and
easy to implement as it is similar to the standard bundle block adjustment with central
perspective projections. A list of publications about the development and the evaluation of
algorithms for estimating elevations from SPOT was given by Sasowsky et al. (1992).
Meanwhile, with the development of digital photogrammetry various automatic image
matching techniques were available. The production and validation of digital elevation
models from SPOT Level 1B imagery were evaluated by Al-Rousan et al. (1997). Their
approach used a normal cross-correlation method for matching with sub-pixel accuracy.
The results were particularly encouraging because the SPOT Level 1B stereo imagery is
widely used by the geoscientific community (Al-Rousan et al., 1997).

The Modular Optoelectronic Multispectral Scanner (MOMS), a development from the
Deutsche Aerospace AG (DASA), is another promising system for the generation of
digital elevation models which is still in a pre-operational stage. It offers three different
modes for the data acquisition, illustrated in Figure 4-4. In the along-track stereo mode a
scene is recorded line by line with the forward, the nadir and the backward looking
channels with a time offset of two times 20 seconds, i.e. almost simultaneously. Another
mode allows multispectral imaging with four channels. Finally, both modes can be
combined.
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Figure 4-4: Along-track stereoscopic viewing geometry of the MOMS sensor

Ackermann et al. (1995) pointed out that the stereo acquisition in along-track direction
has a significant advantage compared to the generally used two-pass scanning systems
such as SPOT, since it allows quasi simultaneous data captures. This approach avoids any
changes between the data acquisitions which could reduce the data quality. For the
automatic mensuration process as many points as possible are measured to describe the
terrain surface in the required detail. The shape of the surface is then reconstructed by
finite element modelling. According to Ackermann et al. (1995), some aspects of the
processing still need to be further investigated. One of the main tasks is the fusion of the
high resolution nadir channel (4.5 m spatial resolution) and the two stereo channels
(13.5 m spatial resolution). For high geometric precision the calibration of the camera
system has to be improved. Finally, the strategies for identifying ground control and check
points need to be further developed.

Apart from the SPOT satellite and MOMS sensor, there are other systems potentially
suitable for stereoscopic viewing. The Indian Remote Sensing Satellite IRS-1C has a
panchromatic sensor with 5.8 m pixel size. By using three separate CCD line sensors the
scanner acquires data with a small overlapping area. The off-nadir viewing capability
(± 26 degrees across-track) can reduce the repeat cycle from 24 days to five days. First
results of the stereoscopic use were presented by Jacobsen (1997). With the successful
launch of IRS-1D in October 1997 another satellite with the same specifications is
available to provide a larger number of suitable data sets.

4.1.5 Laser scanning

The development of airborne laser systems, illustrated in Figure 4-5, started in the 1980s.
This was technically possible with the achievements in the development of the fields of
global positioning systems (GPS) and inertial navigation systems (INS). For a
comprehensive introduction into laser altimetry, the reader is referred to Measures (1984).
The laser scanner provides three kinds of measurements: (1) The laser range to the Earth’s
surface, (2) the spatial location and orientation of the platform and (3) the kinematic
trajectory of the aircraft (Vaughan et al., 1996).
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 Figure 4-5: Data acquisition of a laser scanning system

For kinematic positioning the same GPS techniques are used as already described in
section 4.1.2. One GPS receiver is deployed at a known position in the area to be
measured. The other receiver is mounted on the aircraft together with a gyroscope for
measuring the aircraft motion (Vaughan et al., 1996). Laser scanner systems can also be
implemented using a helicopter (Flood and Gutelius, 1997). These systems can achieve
vertical accuracies in the order of 10-20 centimetres. The density of the laser
measurements is high enough to provide return signals from different vegetation layers.
This is used in forested areas to distinguish between the signals and to produce DEMs with
reference to the ground surface and to the top canopy (Ackermann, 1996a).

The measurement of the laser range is affected by the travel time of the signal, which
depends on the distance between the sensor and the surface, on the atmospheric refraction,
and on the range dispersion within the size of the laser spot on the terrain surface. One
potential error source of laser altimetry is the synchronisation of the laser, GPS and INS
measurements in time.

Digital elevation models measured by laser scanners have the following main applications:
measurements of coastal zones, forested areas and powerline locations (Flood and
Gutelius, 1997). Furthermore, the high resolution laser measurements are the basis of city
models (Ackermann, 1996a) and topographic maps in largely forested areas (Hoss, 1996).

The overall performance of a laser system can be optimised in time and automatisation
because all the necessary steps from the data acquisition to the final product are performed
in a digital way. On the other hand, this measures only geometric information in form of
co-ordinates. It does not provide any further object information. Ackermann (1996a)
anticipated the integration of laser scanning data with photogrammetric image data to
merge high resolution geometric information with optical image information. The number
of commercially used laser systems is increasing and it is assumed that laser scanning will
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be established on the market especially for difficult areas where the conventional methods
have their limitations (Flood and Gutelius, 1997).

4.2 TECHNIQUES FOR QUALITY CONTROL

In the field of digital elevation modelling there is a trend from the development of
interpolation techniques to the assessment and control of DEM quality (Li, 1994). The
assessment found in the literature generally estimates the result but not the process of
generation. The problem of quantitatively checking the performance of algorithms is
difficult because of the dependence of the estimated surface on the morphology of the
sample area which determines the relief of the terrain.

4.2.1  Theoretical background

The standards for the collection, processing and quality control of digital elevation data,
proposed by the USGS (1997) recently, provide the theoretical background for the quality
assessment of digital elevation models.

Any data sets, therefore also DEM data, contain three types or error. Blunders are large
vertical errors usually exceeding the maximum error (3 sigma) and are caused by careless
observations, misreading contours, transposing numeric values or erroneous correlations.
Systematic errors are introduced by procedures and systems, and follow some fixed rule or
pattern. They appear as bias or artefacts in the final DEM. These errors include vertical
elevation shifts, fictitious features such as phantom tops, ridges or benches, and
interpretation errors due to effects of buildings, shadows and trees. After the removal of
blunders and systematic errors, the remaining distortions are caused by random errors
(USGS, 1997). During processing, blunders must be removed. Systematic errors can be
substantially reduced if not completely eliminated.

The vertical accuracy of a DEM is described by the vertical root mean square (rms) error
(discussed in detail in subsection 4.2.2) which is computed from a minimum of 28 test
points (USGS, 1997). These test points (20 interior points and eight edge points) should
be well distributed and representative for the terrain. Ackermann (1996b) proposed the
consideration of the slope accuracy or the variation accuracy as a function of slope,
breakline effects etc. for a more precise description.

Before the calculated DEMs can be included into the National Digital Cartographic Data
Base, the data sets need to be verified (USGS, 1997). The statistical accuracy, described
by the rms error, is calculated for the required number of test points. The logical and
physical format of the data is checked for consistency. Finally, a visual verification helps to
identify blunders in the DEM.

Ackermann (1996b) pointed out that the quality of the software for the interpolation
method needs to be considered. It is required that the software is able to consider
breaklines and morphological features as well as to identify and delete outliers.
Furthermore, the program should provide some figures about  the accuracy and reliability
of the calculated DEM (Ackermann, 1996b).
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4.2.2 Quality measures

In order to assess the quality of digital elevation models, a suitable quality measure needs
to be defined. A generally used quality measure for DEMs is the rms error � defined as
follows (Grossmann, 1969):

[ ]
µ

εε
= ±

n
, (4-2)

with the true error  and the number of points n. Ackermann (1996b) stated that the
quality of a DEM covers, apart from the accuracy, also aspects such as completeness,
reliability, consistency and uniformity of the accuracy distribution within the DEM.

A comprehensive study about spatial data quality has been initiated by the International
Cartographic Association (ICA). The goal of the commission established by the ICA was
to define seven elements to describe spatial data quality:

� lineage,
� positional accuracy,
� attribute accuracy,
� data completeness,
� logical consistency,
� semantic accuracy and
� temporal information.

An overview about the results is given by Morrison (1995).

The lineage, also referred to as metadata, contains the information about the data history,
i.e. how the data sets were acquired, what kind of processing steps (conversions,
transformations, analyses etc.) were performed and which assumptions and criteria were
applied at various stages.

The major quality measure is still the positional accuracy. The root mean square error
serves as a measure of overall accuracy and the standard deviation as a measure of
precision. Furthermore, the maximum error serves as an additional indicator for the quality
of a data set. The definition of the features has a large influence on the positional accuracy.
A well defined feature has a higher accuracy than a less well defined feature.

The third element proposed by the commission was the attribute accuracy. An attribute
defines a fact about some location or feature and helps to distinguish between them.

The data completeness describes an error of omission which is a measurable component of
the data quality. This needs to be distinguished from the model completeness which is an
aspect of the fitness of use.

The logical consistency deals with structural integrity of the data and describes the fidelity
of relationships within this structure.

The semantic accuracy represents the number of features, relationships or attributes which
agree with the selected model.
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Finally, the temporal aspect of the data quality about the acquisition date, the type of
update and the validity period of the data set is stored as temporal information.

As mentioned previously, Ackermann (1996b) proposed a more detailed quality measure
using the slope accuracy or the variation of vertical accuracy as a function of slope,
breakline effects etc. This refers to the derivatives of the height which are more sensitive to
changes than the height. The definition of the first two derivatives of the altitude surface
(slope and convexity) can be found in Evans (1980). A plane tangent to the terrain surface
at a point defines the slope which has two components. The slope gradient is the
maximum rate of change of altitude whereas the slope aspect gives the compass direction
of this maximum. These components are measured in the range of 0-90 degrees and 0-360
degrees, respectively. The convexity is defined as the rate of change of slope and is
measured in degrees per 100 metres. It can be split up in the two components viz. profile
convexity, the rate of change of gradient, and plan convexity, the rate of change of aspect
(Evans, 1980). The slope gradient and aspect can be calculated in several ways. According
to a comparative study of these methods by Skidmore (1989), the third-order finite
difference method proposed by Horn (1981) appeared to be optimal for the calculation of
slope gradient and aspect from a gridded DEM.

There are only a few publications on quality assessment of DEM derivatives. Sasowsky
et al. (1992) tested the accuracy of slope gradient and aspect derived from a SPOT DEM
by comparing it with two reference DEMs. The greatest slope gradient error occurred in
areas with steep slopes where the elevation accuracy is the poorest. These results were
confirmed by the study carried out by Bolstad and Stowe (1994). They evaluated the
accuracy of the elevation, the slope gradient and aspect of a DEM based on stereoscopic
SPOT imagery by using field measurements. Bolstad and Stowe (1994) pointed out the
importance of the quality assessment of derived DEM products since errors in the input
data will propagate through the spatial analysis. Giles and Franklin (1996) assessed also
the quality of the second-order derivatives of a SPOT DEM. The effect of errors in
elevation on the local neighbourhood increases with each higher order of derivative. The
quality, especially of the higher derivatives, is generally difficult to estimate due to a lack
of suitable reference data. Therefore, the correlation between the derived value and the
actual landscape needs to be considered by the user (Giles and Franklin, 1996). The
investigation showed that a better correlation between DEM and field measurements for
the slope gradient can be achieved by filtering the elevation model.

4.2.3 Ground control points

One way to assess the quality of a digital elevation model is performed by using ground
control points (GCPs). This approach is also a part of the standards for DEMs proposed
by the United States Geological Survey (USGS, 1997). As mentioned earlier, before a
DEM is included in the National Digital Cartographic Data Base (NDCDB), a minimum of
28 points (20 interior and eight edge points) needs to be measured to determine the root
mean square (rms) error. The accuracy is computed by comparison of linear interpolated
DEM elevations with the corresponding known elevations. In order to be suitable for this
single test, the test points have to fulfil the following requirements. They should be well
distributed and representative for the terrain. Their accuracy has to be well within the
DEM accuracy.
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The USGS (1997) gave a list for the order of preference for accepting test points from the
following sources: field control, aerotriangulated test points, SPOT elevations, or contour
points from maps with appropriate contour interval.

Adkins and Merry (1994) evaluated the accuracy of digital elevation model and
topographic maps of different scales by GPS measurements of nineteen road intersections.
The relative errors for all tested models and maps were within the acceptable margins,
whereas the absolute error of one model exceeded this margin, most likely due to errors in
the process of the conversion between different height systems.

4.2.4 Reference DEMs

The use of reference DEMs for the quality assessment of digital elevation models is still a
standard approach since it provides the possibility of comparing the complete DEM with a
reference. The availability of such a reference DEM, especially considering that it should
be, from the statistical point of view, at least one order better than the DEM to be
evaluated, significantly reduces the number of suitable reference data sets. DEMs from
different sources such as laser altimetry (Joughin et al., 1996a), stereoscopic SPOT
imagery (Renouard et al., 1995), digitised contour lines (Schwäbisch et al., 1996) etc.
were used for this purpose.

Apart from the assessment of the quality, the comparison with another digital elevation
model also gives more insight into other characteristics. The study of Renouard et al.
(1995), for example, confirmed that interferometric DEMs are very sensitive to terrain
slopes perpendicular to the flight direction. Furthermore, the visibility of certain details in
ERS DEMs and SPOT DEMs was different due to layover effects in the ERS DEM
caused by steep slopes. Schwäbisch et al. (1996) showed the loss of coherence of hilly
slopes covered by forest.

4.2.5 User requirements

All efforts spent on the development of reliable and accurate procedures to create digital
elevation models are not effective if the requirements and needs of the user are not met.
Producing a digital elevation model with certain specifications in terms of accuracy, grid
size, data volume etc. implies already the decision about the usability for a specific
application. Therefore, the question about who is going to use the product and for what
kind of application should be taken into account if it comes to the point of defining suitable
specifications. These considerations have their impact on the quality estimation of digital
elevation models. The quality estimation procedure should provide quality measures which
allow the user to decide in a simple way whether the DEM is suitable for his particular
application or not.

Burrough (1986) presented a list of products that can be derived from DEMs, given in
Table 4-1. It clearly shows the large variety of products which can be used for various
purposes. On the other hand, it highlights the problem of having different expectations a
user might have in a digital elevation model in terms of accuracy, grid size etc. A
cartographer will be less critical about the quality of a DEM for his improved map
visualisation than a civil engineer whose volume estimate is required for accurate costing.
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With an ever increasing number of digital elevation models becoming available on the
market and with an increasing number of applications, the awareness of the data quality
problem has grown, but the number of studies carried out especially on the quantitative
quality analysis of DEM based products is still limited. As stated by Ackermann (1996b),
no standard procedure for this kind of assessment as well as generally accepted
specifications about the accuracy of DEMs, e.g. in relation to the type of terrain or to the
grid size, do not exist.

Table 4-1: Products derived from digital elevation models, their applications and usage (modified from 
Burrough, 1986)

In the field of hydrology, a few results of studies about the influence of errors in the DEM
and the grid size on hydrological modelling were presented. Lagacherie et al. (1996)
evaluated how errors in the digital elevation model propagate to inputs for hydrological
models (the delineation of the subcatchments of each of the nodes of the manmade
drainage network, the determination of the slope of the reaches of these drainage
networks, and the determination of the mean slope of each subcatchment). The results
showed that the quality of a DEM cannot be determined by a single criterion and that the
estimation of DEM quality is highly use-specific. Lee and Chu (1996) analysed the impact
of potential errors on extracted drainage networks from DEMs by applying simulated
random errors of various magnitudes to the digital elevation model. They pointed out that
the extracted hydrological features showed a very large sensitivity to potential errors in the
DEM and concluded that DEM data should be used with careful consideration regarding
their accuracy. Zhang and Montgomery (1994) examined the effect of the DEM grid size
on the representation of the land surface and hydrological simulations and reported a lack
of systematic studies in this field. Their study confirmed that the grid size of a DEM
significantly affects the representation of the land surface as well as the deduced
hydrological simulations. Furthermore, they stressed that a reliable representation of the
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land surface also depends on the accuracy and the distribution of the original survey for the
DEM. Zhang and Montgomery (1994) suggested a grid size of ten metres as sufficient for
many applications of geomorphological and hydrological modelling based on digital
elevation models.

The above mentioned studies indicate that the users of digital elevation models are
becoming much more aware of the data quality problem. It also shows that there is still a
lack of specific requirements for DEMs from the user’s side about the accuracy level
needed for their application, since digital elevation models are often created for general use
and not for a specific application. A large number of parameters can be derived from
DEMs for various purposes, at different scales and with different accuracy levels.
Therefore, it is difficult to find a general quality measure which suits most of the potential
applications. As already pointed out by Lagacherie et al. (1996), the DEM quality cannot
be determined by a single criterion. It cannot include any information about the density and
spatial distribution of the observations and how correct and detailed the surface is
represented. The quality measure should be user or application oriented. The quality of the
height derivatives, the slope with the components gradient and aspect as well as profile and
plan convexity, introduced in subsection 4.2.2, which are even directly used by some
applications (e.g. geomorphology), could be used for this purpose.

Another aspect that needs to be considered is the level at which the quality measure should
be provided. As mentioned before, a single value for a whole DEM is certainly not
sufficient. A quality measure at the pixel level would be ideal but causes some practical
problems. The “quality DEM” containing the quality measure for each corresponding pixel
in the digital elevation model would have at least the same size as the “original DEM”.
This storage problem could be solved by choosing a larger grid size. The calculation of a
quality DEM of this size needs to be based on a functional error model. An implementation
using a numerical error propagation approach, as proposed in this study, is not possible
due to time constraints for the necessary processing. A compromise between the most
accurate information possible and a suitable practical implementation is required.

The user might be interested in certain features in the DEM (e.g. a catchment with a
clearly defined boundary). The definition of such features for the quality assessment during
the production of the digital elevation model is only possible if the application for which
the DEM is used as basis is known. Furthermore, the features of interest will also vary in
scale depending on the type of study carried out with the data set. Therefore, the areas for
which a quality measure is calculated have to be representative for the whole digital
elevation model. Mapping units e.g. land use classes could be used to identify
representative areas. The definition of these mapping units will differ from application to
application, so that there is no general and objective way to define these areas independent
from their application and the scale of study. An area can be described in many different
ways depending on the perspective and need. Geological parameters can be used for
identifying the cite on the basis types of rock exposures, geological structures etc. In
geomorphological terms, areas can be separated in features such as rivers, mountains,
slopes, terrain etc. They can also be distinguished in several land use categories. All the
classifications are generally visually assessed. The statistical measures are hardly
representative of areas with such mixed signatures or categories.
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4.3 PROPOSED METHOD

The method proposed for quality assessment in this study takes into consideration all the
user requirements and other aspects discussed earlier.

The quality of an interferometric product is a result of a number of processing steps. Since
the quality of the result depends on the performance of the various processing steps which
can be influenced by choosing different approaches and algorithms. Care has been taken to
evaluate each single processing step during the quality assessment. In order to avoid the
problems related to the accuracy and availability of suitable reference data sets, the method
has been designed to be independent of any reference. The aim has been to provide a
quality measure at a suitable level, ideally at the pixel level.

In this study an error propagation approach has been proposed which provides a quality
measure for each single processing step. Furthermore, it allows an estimation of the loss of
quality caused by introducing any assumptions or simplifications into the processing
algorithm. Since the knowledge about the exact implementation of the different processing
steps in the various software packages is very limited, an empirical approach for the error
propagation has been chosen. This does not require any knowledge about the derivatives
of the mathematical function of the calculation algorithms involved. The resulting quality
measure is theoretically given at the pixel level. Using this approach, the method can be
easily adapted for the quality assessment using another software package. To reduce the
required processing time, however, this quality assessment has been done only for a small,
selected area (about 512 x 512 pixels).

The factors influencing the interferometric processing such as the choice of data sets, the
sensitivity of input parameters and the processing algorithms are studied in the next
chapter. The theoretical background of the error propagation approach and the practical
implementation of this method is described in more detail in chapter 6.
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5 FACTORS INFLUENCING THE INTERFEROMETRIC
PROCESSING

There are basically three sources affecting the quality of SAR interferometric products on
which the user has a certain influence. His data selection already determines the suitability
for different applications. By choosing a software package the input parameters which are
used during the processing are determined. The sensitivity of these input parameters is an
important aspect. Finally, the choice of the available algorithms, usually a compromise
between the most accurate and the fastest, has a major impact on the quality of the final
interferometric product. These three aspects are analysed and discussed in detail in this
chapter.

5.1 CHOICE OF DATA SETS

The choice of suitable data sets for interferometric processing has a significant influence on
the final result. For hazard monitoring, for example, the data sets have to be acquired at a
certain time, preferably as close as possible to the event and with the minimum time
difference to avoid any other disturbances in the data set. The sensor transmits signals of a
certain wavelength and polarisation in a given viewing geometry (satellite height, look
angle, baseline etc.). Therefore, the characteristics of the radar sensor and the data sets
determine the suitability of the imagery for a certain application.

The use of precise orbit parameters causes a shift in phase (shown in Figure 5-1) in the
interferogram but does not improve the geometry to an extent that significantly more
details are visible. Furthermore, no improvement has been achieved by introducing more
than five precise orbit state vectors. The difference of the interferograms (depicted in
Figure 5-2) confirms this observation.

Figure 5-1: Interferograms calculated with non-precise (left) and precise orbit state vectors (right). It
 shows a general shift in phase. There are no significantly more topographic details visible.
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Figure 5-2: Difference interferogram. This figure is derived from the difference between an
interferogram calculated  with five precise orbit state vectors and an interferogram
calculated with five non-precise orbit state vectors. The box indicates the area shown in
Figure 5-1.

The data sets are affected by two types of decorrelation: the baseline decorrelation and the
temporal decorrelation. The length of the baseline indicates the sensitivity to height
changes (cf. Table 2-1) and the amount of baseline decorrelation. The difference in time
between the two data acquisitions is the second source of decorrelation in the data sets.
Both sources of decorrelation occur in the imagery. The differences while comparing data
sets with a similar baseline length acquired one and 35 days apart tend to indicate only the
temporal component of the decorrelation. The loss of coherence in data sets with the same
repeat cycle in data acquisition are most likely due to baseline decorrelation. However,
despite these indications it is not possible to distinguish between these two effects.

5.2 SENSITIVITY OF INPUT PARAMETERS

The error propagation model, described in more detail in chapter 6, is used to investigate
two aspects of the interferometric processing, namely, the sensitivity of the processing to
changes and the quality estimation of the processed result. A change in any input
parameter causes a change in the processing result. The sensitivity study provides the
means to estimate the magnitude of a change in the result caused by a slight alteration in
an input parameter. It also indicates trends caused by the change in the input parameters
which might need to be accounted for in a further development of the algorithms. The
error propagation model gives the opportunity to evaluate different algorithms used for
carrying out the same processing step. It can give an idea about the computational
efficiency of different implementations of the same algorithms and allows the comparison
of different algorithms for the same purpose.

The sensitivity study was carried out using ERS data sets from an area in Groningen, the
Netherlands (for details see Table 5-2). This area was chosen because it meets all the
necessary requirements to serve as an ideal calibration site. The selected area is basically
flat so that the influence of any topography in form of slopes etc. is negligible.
Furthermore, the density of the vegetation is low since the area is mainly used for
agricultural purposes. This ensures that the received signals are backscattered from the
same vegetation level and volume scattering does not have to be considered.
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Table 5-2: Data sets used for the sensitivity study

The sensitivity study has been carried out following the processing scheme as illustrated in
Figure 5-3. The interferometric processing is performed once with unchanged parameters
to obtain an interferogram as the original processing result. In the next step, the
interferogram is calculated with changed input parameters. For each input parameter a
suitable range of change was chosen which led to a number of processing results. The
difference image between the changed and original processing was then further evaluated.
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Figure 5-3: Processing scheme of the sensitivity study

16 randomly distributed points were selected for the sensitivity study (Figure 5-4). The
points had a phase value of about zero in the original interferogram in order to ensure that
the results with changed input parameters are in the same phase cycle assuming that the
change is not larger than 	 �. For these points, the values in the various difference images
were measured. These measurements served as the basis for the sensitivity curves
presented later in this chapter.
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Figure 5-4: Location of the 16 points used for the sensitivity study on the coherence image. These points
were randomly selected taking care that the values in the original interferogram were about
zero in order to avoid phase cycle shift caused by the changed output.

5.2.1 Input parameters

The radar sensor transmits signals with a fixed rate per time interval referred to as pulse
repetition frequency (PRF). Together with the range sampling rate the PRF determines
the sample spacing in azimuth and range direction.

The range and azimuth bandwidths are fundamental parameters in the stage of forming a
radar image since they determine the resolution of the radar image. For the interferometric
processing they are of minor importance. In the Atlantis software the range and azimuth
bandwidth are used for the calculation of the range and azimuth filtering as well as for the
assessment of the quality of the co-registration since they give information about the
resolution in range and azimuth direction (Armour, Atlantis Scientific Inc., personal
communication, 1997).

Points in a radar image have no positional meaning as they do in optical imagery since they
depend on the measured distance between the sensor and the imaged surface point which
is in fact a function of time. Therefore, the pixels in a radar image are given in reference to
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a time, in case of the ERS satellite data, in a zero-Doppler projection. The central
parameter for this system is the Doppler centroid frequency which represents the Doppler
frequency at the beam centre time.

The orbit of the satellite is described in the leader file by the position and velocity of a
number of state vectors (in case of the ERS satellite data, five state vectors are given).
However, for a reliable co-registration precise orbit vectors are a prerequisite. This
information is maintained by a number of institutions such as the European Space Research
Institute (ESRIN) via the DLR in Germany, the Delft Institute for Earth-Oriented Space
Research (DEOS) in the Netherlands or the Center of Space Research (CSR) of the
University of Texas at Austin, Texas.

5.2.2 Sensitivity study

For the comparison of results obtained from processing with changed input parameters, a
reference interferogram with unchanged parameters was required. This original
interferogram, illustrated in Figure 5-5, shows a typical fringe pattern for very flat areas.
The height difference is too low to produce several countable fringes. The original
coherence image (Figure 5-6) shows generally a good correlation in agricultural fields. The
coherence level of the settlements is slightly lower.

The actual phase values in the interferograms had to be calculated using the arc tangent
function since the file was stored in complex form. The range of the phase values should
theoretically cover the full range of -� to �. Due to the fact that the arc tangent function is
not well defined at the range margins, the calculation introduced some uncertainties which
are visible in the difference images.

The graphs in the following figures show the relation between a change in an input
parameter and a change in the resulting interferogram. The continuous graphs exclude the
zero value for the change in the input parameter since there is obviously no change in the
resulting interferogram if there is no change in an input parameter.

Figure 5-5: Original interferogram Figure 5-6: Original coherence image
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Pulse repetition frequency

�

-�

Figure 5-7: Original interferogram (left) and interferogram with a change of -0.01 Hz in the pulse
repetition frequency (right)

Figure 5-8: Difference image (PRF changed by -0.01 Hz minus original)
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The change in the fringe pattern between the original and the changed interferogram
(Figure 5-7) is clearly visible. The shape of the fringes basically remains similar. A part of
the fringes has shifted to another phase cycle.

The difference image (Figure 5-8) shows a pattern which is related to the distribution of
the fringes. A second trend in the vertical direction is creating different brightness levels
from a medium brightness at the top of the image to a lower level in the middle and finally
to a bright level at the bottom of the image.

The impact of a change in the pulse repetition frequency (PRF), illustrated in Figure 5-9,
clearly shows that the interferometric processing cannot account for changes in the PRF of
any magnitude. The change in the interferogram given in radians indicates the shift in phase
for the positions of the sixteen randomly selected points caused by a change in the PRF.
All selected points have basically the same values with respect to the change in input but
the graph does not have a clear trend which could be removed by a specific processing
step. Considering the fact that the pulse repetition frequency is often given as a nominal
value in ERS leader files, this input parameter has to be considered as critical. The PRF
value, which can be calculated using the zero-Doppler azimuth times and number of lines
of the specific data set, generally differs significantly from the given value.

Figure 5-9:Graph showing the relation between a change in the pulse repetition frequency and the
change in the resulting interferogram. The change in the interferogram is given in radians
and indicates the shift in the phase values at the position of the sixteen randomly selected
points in case of any change.
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Range sampling rate

Figure 5-10:Original interferogram (left) and interferogram  with a change of 0.1 Hz in the range
sampling rate (right)

Figure 5-11: Difference image (Range sampling rate changed by 0.1 Hz minus original)
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The shape of the resulting fringes in the changed interferogram (Figure 5-10) looks very
similar to the interferogram with a change in the pulse repetition frequency.

The difference image (Figure 5-11) shows homogeneous changes in an elliptical shape.
The centre of these elliptical patterns is slightly shifted from the middle to the upper right
direction.

The influence of a change in the range sampling rate on the resulting interferogram, shown
in Figure 5-12, is comparable to the influence of a change in the pulse repetition frequency,
although the impact is smaller. It passes the interferometric processing without  being
corrected in any way. The small amount of resulting change and the fact that the range
sampling rate can be considered as relatively stable lets this factor appear as being less
critical for the propagation of large errors. However, the range resampling rate appeared
to be very sensitive to larger changes. The algorithm has problems to perform the surface
fit during the automatic matching for the co-registration. An increased number of patches
is supposed to solve this problem but it does not lead to any acceptable processing result.

Figure 5-12: Graph showing the relation between a change in the range sampling rate and the change in
the resulting interferogram
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Range bandwidth

Figure 5-13:Original interferogram (left) and interferogram  with a change of 0.005 MHz in the range
bandwidth (right)

Figure 5-14: Difference image (Range bandwidth changed by 0.005 MHz minus original)
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As mentioned before, the range bandwidth is used in the Atlantis software to calculate the
characteristics for the filtering applied before the interferogram generation. The small
change of 0.005 MHz in the range bandwidth results in an interferogram (Figure 5-13)
similar to the ones shown before.

The difference image (Figure 5-14) also appears similar to the one from the range sampling
rate with a comparable distribution and homogeneity in the change.

Small changes in the input value result in a change in the interferogram which is almost
constant (Figure 5-15). The amount of change varies from point to point. It can be
assumed that this effect depends on the varying backscatter due to different surface
characteristics. The different graphs are symmetric, i.e. the sign of the change is not
relevant for the impact. If the change in the input value exceeds a certain threshold the
software accounts for it and changes the characteristics for the filtering. Therefore, the
range bandwidth does not appear to be a critical input parameter for interferometric
processing.

Figure 5-15: Graph showing the relation between a change in the range bandwidth and the change in the
resulting interferogram
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Azimuth bandwidth

Figure 5-16:Original interferogram (left) and interferogram  with a change of 0.01 Hz in the azimuth
bandwidth (right)

Figure 5-17: Difference image (Azimuth bandwidth changed by 0.01 Hz minus original)
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Besides the range bandwidth, the azimuth bandwidth is the other fundamental parameter
for the generation of a SAR image.

A comparison with the results obtained for the range bandwidth shows that the impact of
the azimuth bandwidth is almost identical. The fringe shape caused by a change of 0.01 Hz
in azimuth bandwidth (Figure 5-16) as well as the difference image (Figure 5-17) have
very similar characteristics.

Therefore, the comparable performance of the software due to the amount of change in the
input value shown in Figure 5-18 is not surprising and the azimuth bandwidth can also be
considered as a non-critical parameter.

Figure 5-18: Graph showing the relation between a change in the azimuth bandwidth and the change in
the resulting interferogram
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Doppler centroid frequency

Figure 5-19:Original interferogram (left) and interferogram  with a change of -0.1 Hz in the Doppler
centroid frequency (right)

Figure 5-20: Difference image (Doppler centroid frequency changed by -0.1 Hz minus original)
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As mentioned above, the Doppler centroid frequency determines the location of a pixel in
an image. Therefore, it can be assumed that a change in the Doppler centroid frequency
only affects the position of a pixel and its physical properties.

The change of -0.1 Hz in the Doppler centroid frequency causes such a small variation in
the resulting interferogram that visually no difference can be identified between it and the
original interferogram (Figure 5-19).

The difference image (Figure 5-20) confirms this impression. Apart from very small locally
distributed linear features in horizontal direction the whole image appears very
homogeneous.

For the 16 measured points the impact is almost constant (Figure 5-21). The impact of the
Doppler centroid frequency on the resulting interferogram is measurable but considerably
small. Hence, the influence of this input parameter on the interferometric processing can be
considered negligible.

Figure 5-21: Graph showing the relation between a change in the Doppler centroid frequency and the
change in the resulting interferogram
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State vector position

Figure 5-22:Original interferogram (left) and interferogram  with a change of 0.01 m in the state vector
position in x (right)

Figure 5-23: Difference image (State vector position in x changed by 0.01 m minus original)

�

-�



5. Factors influencing the interferometric processing

71

The position of the state vector is given in a three-dimensional way for the directions in x,
y and z. The sensitivity study showed that all three components perform in a similar way.
Therefore, only the results for a change in the state vector position in x are presented here.

The performance of the state vector position in terms of sensitivity is basically the same as
the one of azimuth and range bandwidth. A change of 0.01 metres (Figure 5-22) leads to a
difference image with a homogeneous distribution of an elliptical change
(Figure 5-23).

The graphs showing the relation between a change in the input value and the result are
symmetric and have the same trend as presented for the bandwidths. The software
accounts for larger errors introduced  in the processing whereas small errors remain
uncorrected.

The quality of orbit information is well known as a factor with significant influence on the
interferometric data quality. Hence, the user of interferometric data sets should be aware
of this error source and pay attention to the quality of this input parameter. The usage of
precise orbit information appears to be a prerequisite in order to be able to obtain reliable
results.

Figure 5-24: Graph showing the relation between a change in the state vector position in the x direction
and the change in the resulting interferogram
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5.2.3 Combination of input parameters

So far, the influence of a change in the input parameters has been studied for each input
parameter separately. For the error propagation model it has been assumed that the input
parameters are statistically independent from each other. The influence of a combination of
various parameters on the interferometric result can give an indication about the potential
cross-correlation between two input parameters.

For this part of the investigation three different combinations were chosen: (1) the three
components of the state vector position, (2) the azimuth and range bandwidths, and (3) the
pulse repetition frequency combined with the range sampling rate.

The input parameters of the first two combinations showed a similar performance in the
sensitivity study. If the error introduced for an input parameter was large enough the
software was able to correct for that. For the combination study the change values for
each parameter were chosen in the range which passed the interferometric processing
uncorrected. All calculated combinations showed that influence of the summation of the
individual contribution was large enough to be corrected during the processing. However,
it is assumed that the actual uncertainty of the input parameters is small enough that it still
passes the processing and influences the interferometric result. The values chosen for this
approach are not necessarily representative for all possible combinations of these
parameters.

Figure 5-25: Change in interferogram caused by a combination of changed input parameters. The
absolute change in the interferogram as result of a combination of a change in pulse
repetition frequency and range sampling rate is compared with the influence of the
individual changes propagated using the variances of the measurements in the sensitivity
study.
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The pulse repetition frequency (PRF) and the range sampling rate (RSR) were the two
parameters whose changes significantly influenced the interferometric product. The result
of the sensitivity study indicated that their changes are not accounted for during the
processing regardless of the magnitude of change. A combination of both parameters with
a change of 0.02 Hz in PRF and 0.1 Hz in RSR showed a similar result as the other above
mentioned combinations. The difference between the “changed” and “original”
interferogram was very small which means that the software also adapts to changes in
these parameters. The result of a combination with smaller values is shown in
Figure 5-25.

The absolute change in the interferogram caused by a change in the pulse frequency of
0.001 Hz is compared with the propagated influence of the individual changes using the
variances of the parameters. The measurements for this comparison were taken at the same
positions as in the sensitivity study. The result clearly shows that the propagated influence
in all measured points is larger than the value from the combination approach. Assuming
that the two input parameters are statistically independent both results should be
approximately the same. The difference between them indicates that the cross-correlation
between the two parameters exists. It needs some further research to investigate whether
this correlation between parameters is homogeneous over the whole area, related to the
coherence level or any surface characteristics.

5.3 PROCESSING ALGORITHMS

Besides the analysis of the input parameters, the sensitivity study also provides the
opportunity to investigate the algorithms used for interferometric processing. Due to the
complexity of the processing, there are various possibilities to implement the different
processing steps. Many different techniques have been proposed but no processing scheme
has been generally accepted to achieve the best possible results.

5.3.1 Co-registration

For some of the processing steps, studies comparing different techniques have been carried
out but no systematic approach for the whole interferometric processing chain has yet been
presented. Nevertheless, it is also possible to draw conclusions about certain processing
steps by theoretical studies. For the co-registration, for example, the following methods
can be used: the co-registration based on (1) intensity values, (2) complex values and (3)
on the signal-to-noise ratio. Comparing these three methods, it is obvious that a method
only using the intensity values is easy to implement and computationally efficient but the
least accurate. The complex value contains in addition to the intensity also the phase
information. Finally, a method based on the signal-to-noise ratio is able to optimise the co-
registration by minimising the introduced noise level. This generally leads to the best
results. The interpolation method for the resampling of the slave image also has its
influence on the co-registration result. As shown in section 3.3, a higher order polynomial
is needed to correct the effect of non-linear parameters. The loss of accuracy by choosing
a simplified approach for the implementation is well known but computational efficiency
and the processing time is sometimes considered to be more important.
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Since there is no interferometric software package available in which several co-
registration methods are implemented, no direct comparison of different techniques could
be performed. However, the limitations of the co-registration using an auto-matching
procedure based on intensity values can be practically shown. The problem of co-
registration based on intensities arises if the area covered by a data set is heterogeneous
and the backscatter behaviour is significantly different during the two data acquisitions.
The intensity images of two ERS-1 scenes acquired 35 days apart (Figure 5-26) show
large intensity differences over large parts of the image due to temporal decorrelation
caused by harvest activities.

Figure 5-26: Intensity images of the Groningen area. The left image was acquired on 19-Aug-95. The
right image (acquired 23-Sep-95) is more homogeneous and the man-made features such as
roads and settlement are even more pronounced than in the earlier image.

The automatic matching algorithm, even using precise orbit information, leads to an
unsatisfactory result depicted in Figure 5-27. Compared to the coherence image derived
from tandem data (cf. Figure 5-5) this result does not show any structure of agricultural
fields or the settlements.

Figure 5-27:Result of the auto-matching
algorithm. Different features are

 enhanced compared to Figure 5-28.

Figure 5-28: Result of the manual tie pointing.
Different features are enhanced
compared to Figure 5-27.
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Tie points which were clearly identifiable in the intensity images were manually selected
and automatically refined by the matching algorithm. This procedure reduced the rms error
of the transformation to 0.034 pixels in range direction and 0.065 pixels in azimuth
direction. The result (Figure 5-28) of this manual approach which is not assumed to give
the best achievable results, visually does not show more details compared to the auto-
matching approach but leads to a different shift used for the co-registration. The two
results indicate different coherence levels for several features highlighted in Figure 5-27
and Figure 5-28. It can be assumed that there are more potentially well correlated features
in the imagery but the correlation calculation based only on intensity values has its
limitations with areas with a partly low coherence level due to mainly temporal
decorrelation.

5.3.2 Filtering

Filtering of the data sets can be applied at different stages of the interferometric
processing. Each filtering step can reduce disturbing effects such as speckle or noise which
are in the data sets, at the expense of losing a part of the original information. Before the
interferogram generation, azimuth spectral overlap filtering of the slave image is performed
using the Doppler centroid frequencies. In range direction, a baseline decorrelation
filtering is applied to the master and slave image. These filtering techniques can also be
applied before the co-registration of the two complex images. After the generation of the
interferogram a second filtering step is introduced to reduce the noise level either by a
multi-look approach or by adaptive filtering.

5.3.3 Phase unwrapping

A quantitative comparison of different techniques is very difficult because the different
algorithms need to be implemented in the same software system in to order to avoid the
influence of any processing step other than the one that is supposed to be tested. Since the
interferometric processing (e.g. phase unwrapping) is a very complex task, generally only a
limited number of algorithms for the same processing step is implemented. The use of
selected algorithms from different software packages for comparison is difficult because no
data standard is established which allows an easy exchange of data sets among different
software packages. Most software packages use their own internal data format and are
therefore not compatible with each other (for details see Appendix A). Since there is only a
limited number of software packages commercially available, this part of the study could
not be performed with desired detail.

In order to perform a comprehensive study for the comparison of the different algorithms
implemented for a processing step, it is necessary to create an environment which allows a
quantitative assessment under controlled conditions. This could be achieved by generating
an artificial data set which considers all relevant error sources indicated in this study. The
other aspect which would make a comprehensive comparison of different algorithms easier
is the introduction of a standard format for interferometric data sets which allows an easier
exchange of data sets among software packages.
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6 ERROR PROPAGATION MODEL

The implementation of a method for the quality assessment of SAR interferometric data is
the main part of this study. After introducing the theoretical background of the proposed
error propagation model, the issues concerning the practical implementation of the
empirical approach are discussed. Results of the quality assessment of digital elevation
models are presented. Finally, the limitations and advantages of the proposed method are
highlighted.

6.1 BACKGROUND OF ERROR PROPAGATION

From the statistical point of view, interferometric processing is a very complex
mathematical function f(x) depending on a number of input parameters which are
introduced at various stages into the processing. The input parameters as well as the
function that the interferometric processing is actually representing have their
uncertainties. Therefore, they introduce an error into the calculation which propagates
with every subsequent processing step. The aim of error propagation is to estimate the
influence of the error introduced at a certain stage on the result of a given function f(x).

If the function f(x) is simple or even linear and normally distributed, the error propagation
problem can be solved by analytical means. These solutions are not applicable for complex
processing schemes such as the one for SAR interferometry. Heuvelink (1993) presented
four alternative methods for the propagation of errors in local GIS operations: the first and
second order Taylor methods, Rosenblueth’s method and the method of Monte Carlo
simulation. The first three methods are not discussed here as they require knowledge about
the mathematical formulation of the function f(x) which is actually not given for the
interferometric processing.

Error propagation by the Monte Carlo method, described in detail by Hammersley and
Handscomb (1979), follows a completely different approach. A Monte Carlo simulation is
based on the repeated n computations of the function f(x) with input values that are
randomly sampled in a certain range. If the number of computations n is sufficiently large,
the entire distribution is represented and a reliable accuracy measure can be derived. An
error propagation using the Monte Carlo simulation is generally applicable but
computationally very intensive.

Nevertheless, the whole approach can be significantly simplified by introducing quality
estimates for each input parameter. In this way only one computation per input parameter,
with an input value changed in the order of the standard deviation, is required which needs
to be compared to the original processing result. This simplification is only valid assuming
that all input parameters are normally distributed and statistically independent.

This error propagation method was chosen for the quality assessment of SAR
interferometric data as it allows the assessment of a result calculated by a commercially
available software package with a limited knowledge about the practical implementation of
the algorithms. Furthermore, a sensitivity study can be carried out indicating which of the
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input parameters have a larger impact on the interferometric product and which algorithm
implemented for a certain processing step gives the best result.

6.2 EMPIRICAL APPROACH

The implementation of the error propagation model is done in an empirical way in order to
keep the approach as flexible as possible. There is no additional information needed on
how the data processing or a single processing step is actually performed. The schematic
representation of the error propagation model as proposed by Gens and van Genderen
(1996a) is shown in Figure 6-1.

For each single processing step the values
xi and the accuracies of all n input
parameters �xi as well as a list of m
output parameters yi have to be known.
The data set is then processed once with
the original values and afterwards n times
with one slightly changed input
parameter. The accuracy of the output
parameters �yi is then derived from the
changes of the adapted and the original
calculation by numerical differentiation.
The empirical approach can be performed
for a single processing step, for larger
parts or even the complete processing
chain. Therefore, it can be adapted for
the quality assessment of all mentioned
interferometric products as long as all
relevant input parameters and their
accuracies are considered.

There are a number of parameters given in the leader file (for details of file structures see
Gråbak, 1995) used for the interferometric processing. For the quality estimation only
those parameters are used which are independent of each other. Therefore, parameters
such as azimuth and range sample spacing which can be derived from the sampling rates
are not included in the quality estimation. The parameters used for the calculation and their
standard deviations are listed in Table 6-1.

The standard deviations for some of the input parameters are published in the literature.
The quality of the determination of the orbit state vectors mainly depends on the amount
of measurements introduced in the calculation. The ERS-2 orbits are mainly based on
satellite laser ranging and PRARE observations which leads to a higher accuracy compared
to ERS-1 orbits. However, for the ERS tandem mission the orbits of the ERS-1 satellite
could be improved by simultaneous orbit determination of both ERS satellites (Scharroo
and Visser, 1997). In addition to that, the development of the underlying gravity models
led to a further improvements of the orbit determination. The other standard deviations are
based on logical assumptions and the experience gained from the sensitivity study. It is
difficult to estimate the impact of other influencing factors such as the atmosphere,

Input param e ters

y  … y  = f (x , , ..., x , )1 m 1 x n xσ σ
1 n

O utput param eters

Value s
y , ..., y1 m

A ccuracy
, ..., σ σy y1 m

P rocess ing

Figure 6-1: Schematic representation of the
error propagation model (Gens
and van Genderen, 1996a)
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processing algorithms etc. The atmosphere causes local inhomogeneities which can lead to
phase shift up to a phase cycle. Since it is a local phenomenon there is no way to estimate
an average value for the influence on the whole data set. Without further knowledge about
the actual implementation of a particular processing no estimation can be made as to what
extent assumptions or simplifications in the processing have their effect on the processed
result.

Table 6-1: Input parameters used for interferometric processing of ERS satellite data

6.3 ESTIMATION OF THE DEM ACCURACY

For the estimation of the quality of a digital elevation model data sets from two different
test sites have been selected.

A mountainous area in Ningxia, an
autonomous region in North-west
China, has been chosen as a test site
because it provides a large variation
in terrain types and land forms.
Furthermore, the influence of the
vegetation on the acquired imagery
can be neglected since in most parts
the area is devoid of all vegetation
and is covered by bare soils and rock
outcrops. Since there were no
suitable topographic maps nor a
reference DEM available for this area,
no comparison with an absolute
reference has been carried out. This
case represents the worst situation in
the evaluation of an interferometric
DEM where no reference is available
to estimate the quality of the
calculated result.
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Figure 6-2: Map of the test site in Ningxia, China
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An ERS tandem data set (for details see Table 6-2) has been chosen for the estimation of
the DEM accuracy in this difficult test site.

Table 6-2: Data sets used for the study of the Ningxia test site

The other test site located in Lower Saxony, Germany, represents a hilly terrain with large
forest areas and some agricultural fields. A digital elevation model derived from
photogrammetric measurements serving as a reference model was available for this test
site.

Figure 6-3: Map of the  test site in Lower Saxony, Germany

Data sets

Test site N in gx ia , C h ina

Images S e nsors D a ta  acqu is ition
M a s te r im ag e E R S -1 16 -Jan -9 6
S lave  im age E R S -2 17 -Jan -9 6

Subset R ow C o lum n
U ppe r le ft co rne r
B o ttom  righ t co rne r

14 10
40 08

11
52 6
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Table 6-3: Data sets used for the study of the Lower Saxony test site

The tandem data set used for the Lower Saxony test site was acquired in spring (for details
see Table 6-3). Therefore, no disturbances due to agricultural activities etc. are expected.
As the tandem pair has a relatively small overlap in azimuth direction the chosen subset
represents the largest extractable area of this interferometric image pair.

6.3.1 Results from the Ningxia area, China

As mentioned before the Ningxia test site was chosen to show that the proposed method is
able to provide a reasonable quality estimation of an interferometrically derived DEM in an
area where no suitable reference information whatsoever is available. Since there is no way
of comparing the calculated result with a reference, the only possibility to evaluate the
InSAR DEM is to assess whether the estimated accuracy is within the expected range
given in the literature.

As can be seen from the coherence
image (Figure 6-4), the correlation
level is only reasonably high in some
parts of the scene which are flat
whereas the slopes (in the top part)
and rugged topography (see bottom
centre) cause a significant
decorrelation. The resolution of the
sensor is not able to represent the
detailed structure of the terrain. The
loss of coherence in the curvilinear
features on the right side of the image
is due to the moving water surface of
the small tributaries of a river.

Data sets

Test site Lo w e r S axony, G e rm any

Images S e nsors D a ta  acqu is ition
M a s te r im ag e E R S -1 21 -A p r-96
S lave  im age E R S -2 22 -A p r-96

Subset R ow C o lum n
U ppe r le ft co rne r
B o ttom  righ t co rne r

88 75
14 900

0
24 75

Figure 6-4: Coherence image of the Ningxia area
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The corresponding interferogram
(Figure 6-5) confirms the observation
made on the coherence image. In the
hilly parts of the terrain some
discontinuities in the phase occur
which cause serious problems in
solving all ambiguities during the
phase unwrapping process. Clear
fringes are only detectable in
reasonably flat areas. The shape of
the rest of the fringes indicates how
rugged the terrain is.

Following the calculation scheme given in Table 6-4 the contribution of each input
parameter to the standard deviation of the DEM has been calculated. The variance for each
parameter (vv) is derived from the difference in the result of the adapted and original
processing (�yi), the change in the input values introduced for the adapted calculation
(�xi) and the standard deviation of the input parameters (�i). The summation of all
contributions results in the estimation of the variance for one point (� vv). The square root

of the variance ( [ ]vv ), finally, determines the standard deviation for one point.

Table 6-4: Calculation scheme for the empirical error propagation model

Figure 6-5: Interferogram of the Ningxia area

Parameter

D opp le r ce ntro id

P u lse  re petition  frequ ency

R ang e sam pling  ra te

A z im u th  b and w id th

R ang e b and w id th

S ta te  ve c tor pos ition  in  x

S ta te  ve c tor pos ition  in  z

S ta te  ve c tor pos ition  in  y

C hange
in input

x∆ i

D ifference
in resu lt

i∆y

Standard
deviation

σi

∆
∆

y
x

i

i
i⋅







σ

2

0.31  m

0.33 m

0.07 m

0.1

0.3

0 .1

1 .0

0 .1

H z

M H z

H z

M H z

H z

S ta nda rd  de via tio n  o f the  in te rfe ro m etric  he ig h t P (27 5,2 75)=

Var ianc e  [vv ] o f the  in te r fe rom etr ic  he igh t P (27 5,27 5)=

0.03  H z

0.3  H z

0.05  H z

0.05  M H z

0.1  H z

0.05  m

0.05 m

0.05 m

1.480 0 m

-3 .76 33  m

0.000 1 m

0.000 1 m

-0 .00 01  m

-0 .00 40  m

0.026 9 m

0.014 9 m 0.000 44 m 2

0.031 45 m 2

0.000 62 m 2

1.68  E -0 8 m 2

1.92  E -0 6 m 2

1.87  E -0 8 m 2

14 .16 258  m 2

38 .53 399  m 2

24 .33 889  m 2

6.208  m

vv
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From Table 6-4 and other computations it is clear that the size of the variance in the pulse
repetition frequency and the range sampling rates confirms the results from the sensitivity
study. These parameters have the largest impact on the interferometric result. The
influence of the state vector position is less but still significant. The contribution of the
other parameters is much smaller and can be neglected.

The final product of the interferometric process, the digital elevation model (Figure 6-6),
shows quite some detail although the processed area is rather small (8.8 km x 9.9 km). The
middle part of the area is homogeneously flat whereas the lower left part indicates a
rugged surface with significant slopes.

Figure 6-6: Digital elevation model (Ningxia, China)

Using the empirical approach proposed here it is possible to estimate the quality of the
interferometric DEM on pixel level. Based on the calculation scheme shown in Table 6-4,
an error map for the whole DEM has been computed (Figure 6-7). The visual inspection of
the histogram helped to determine the threshold for masking out the artefacts in the digital
elevation model caused by phase discontinuities. The maximum error in height for this
small subset is 10 metres. The mean height difference is 1.6 metres which leads to a
standard deviation of 0.8 metres in the height values. The values in the error map do not
show any relation to the actual topography and are too optimistic. The small size of the
subset is probably the main reason for this far from expected result. The number of
artefacts also indicates the difficulties that occurred during the phase unwrapping process.
From this it can be concluded that for some test sites such as the one presented here, error
propagation model does not appear to be suitable to reliably estimate the quality of
interferometric DEM.

2000 m

1000 m
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Figure 6-7: Error map of the Ningxia DEM (artefacts caused by phase discontinuities masked out in 
black)

6.3.2 Results from the Lower Saxony area, Germany

The interferogram calculated for the Lower Saxony area (Figure 6-8) gives a good
indication about the variety in the landscape. Flat areas represented by just one fringe can
easily be distinguished from the hilly parts where several fringes indicate steeper slopes.
Visually, no phase discontinuities can be detected.

Figure 6-8:Interferogram of the Lower Saxony area. The fringes in the interferogram show that a large
variety of land forms is present and give a good indication about the actual landscape.
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The coherence image for this area (Figure 6-9) shows a generally high level of coherence.
Most of the highly correlated parts are mainly agricultural fields. The homogeneity of these
fields indicates that the conditions during the two data acquisitions have been very similar.
The small dark spots in the light homogeneous areas are settlements. Furthermore, some
rivers can be identified. Areas of lower coherence are mainly forest covers. It is even
possible to distinguish different densities of the forest cover from the different shades in
the dark parts on the coherence image.

Figure 6-9: Coherence image of the Lower Saxony area. The coherence image of this area serves as a
good indicator for forested areas. Highly correlated parts indicate agricultural areas
whereas low coherence areas are covered mainly by forest.

Figure 6-10: Digital elevation model of the Lower Saxony area
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The resulting digital elevation model shown in Figure 6-10 has a pixel size of 20 metres
and covers an area of 16 km x 24 km. The height ranges from 20 to 580 metres. It has
been geocoded using one height reference point from the topographic map (scale
1:50 000) of the study area and projected into the Gauss-Krüger coordinate system in
order to be able to compare it with the reference DEM.

A three-dimensional perspective view of the interferometrically derived digital elevation
model (Figure 6-11) can be used to give a better visual impression of the terrain surface.
The grid size of the mesh of 30 metres was chosen to represent the general terrain
structure. Furthermore, the perspective view overlaid on the corresponding interferogram
shows the relation between the calculated phase differences and the height values. It also
gives an idea about the complex issue of phase unwrapping where for each point the exact
number of phase cycles needs to be determined to reconstruct the correct height.

Figure 6-11: Perspective view of  the interferometrically derived digital elevation model of the Lower
Saxony area overlaid on the corresponding interferogram. This perspective highlights the
relation between the measured phase value and the final calculated height value.

For generating the error map of the Lower Saxony area (shown in Figure 6-12) the
calculation scheme presented in Table 6-4 has been used. It was observed that the orbit
state vectors were very sensitive to changes. For some parts of the area the phase
unwrapping algorithm had problems to calculate a reliable result using the proposed
standard values. Therefore, the error map for this area is based on a smaller subset. The
contribution of the different input parameters to the overall height error confirmed the
observation of the sensitivity study. The parameters with the largest influence on the final
result were the pulse repetition frequency (depicted in Figure 6-13) and the range sampling
rate. The error map of the Lower Saxony area shows less artefacts compared to the one
from the Ningxia area. The visual inspection of the histogram here led to setting a
threshold of 80 metres as maximum error for masking out the artefacts caused by phase
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inconsistencies. The mean height error is 36 metres resulting in a standard deviation of
15.4 metres for the height. This result is within the expected range.

Figure 6-12: Error map of the Lower Saxony DEM

Figure 6-13: Difference image (Pulse repetition frequency changed by 0.03 Hz minus original digital
elevation model)
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The reference DEM shown in Figure 6-14 is derived mainly from photogrammetric and
some terrestrial measurements. The accuracy is in the range of 0.5 to 2.0 metres. The size
of the original raster is 12.5 metres which has been resampled to 25 metres.

Figure 6-14: Reference DEM of the Lower Saxony area

In order to be able to compare the interferometric DEM with the reference DEM both
elevation models need to be in the same coordinate system, i.e. in the same map projection.
Therefore, the interferometric DEM has to be properly geocoded. As mentioned before,
the interferometric software allows the geocoding of the digital elevation model for several
different projections based on one reference height point and the orbit geometry. Assuming
that this geocoded interferometric product is reliable ideally two translations should be
enough to fit the two elevation models to each other. However, this geocoding method
was not sufficient as an additional rotation of 2.1 degrees and a substantial correction of
the height trend had to be performed in order to achieve a precise fit of the two elevation
models. With the refinement tool of the interferometric software only the height trend was
removed using twelve reference height points identified in the topographic map. Finally, a
third-order polynomial transformation was performed for the rotation and the sub-
sampling of the interferometric DEM from originally 20 m pixel size down to 25 m pixel
size of the reference DEM using 18 ground control points. By following this procedure
errors introduced by resampling the interferometric DEM twice have been avoided.

The difference between the interferometrically derived and the reference DEM (depicted in
Figure 6-15) indicates a good fit in the centre part of the area but also some problems in
the hilly parts. After removing some obvious artefacts the difference between the two
elevation models ranges from -75 to 15 metres. The mean difference is at -20 metres
resulting in a standard deviation of 23.7 metres. There are a few potential error sources.
First, it has to be assumed that the reference DEM is free of any errors which may not be
valid for the whole area. Some parts of the area are covered by forest so that there are
difference due to the fact that the interferometric height is referring to the top tree layer
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and the reference DEM is most likely based on terrestrial measurement which refer to the
actual ground. The problems having occurred during the geocoding of the interferometric
DEM based on the orbit geometry and a reference height point lead to the assumption that
the transformation of the terrain corrected DEM into the map projection was not correctly
performed. A second source of error is the removal of the height trend with the refinement
tool. The number of height control points might not have been sufficient or well distributed
to correct the height trend in a satisfactory way. Finally, the slight misregistration of the
interferometric DEM to the reference DEM is possible although the rms error did not
exceed 1.6 pixels.

Figure 6-15: Difference between the interferometrically derived and the reference DEM of the Lower
Saxony area

6.4 LIMITATIONS

The use of an error propagation model for the quality assessment of SAR interferometric
data has its limitations although most of these do not originate from the model itself but
the parameters that influence the acquired signal. If these effects are not corrected in one
of the processing steps, the influence remains in all the subsequent results and is also not
taken into account in the error propagation model. For example, the influence of
atmospheric effects, the different backscatter behaviour due to various surface covers etc.
are not modelled for. Also, systematic errors introduced by assumptions in the
implemented algorithms are not included. The assumption that the input parameters are
statistically independent has to be further investigated. In case of a significant correlation
between the input parameters the proposed error propagation model needs to be adapted.
The problem of an empirical approach such as the proposed one is the limited flexibility for
interactive processing methods such as choosing tie points or correcting phase unwrapping
results.



6. Error propagation model

90

6.5 ADVANTAGES

Despite some limitations of the proposed method as discussed above, the biggest
advantage of using an empirical approach for the quality assessment is its flexibility in the
adaptation to different algorithms and software packages, since it needs only limited
knowledge about the actual implementation of the algorithms. Besides the input
parameters and their accuracies, no further knowledge about implemented algorithms is
required.

Furthermore, the error propagation model provides a quality measure directly related to
the data processing method. It allows the quantitative comparison of different algorithms
for co-registration, filtering etc.

In addition to this, the error propagation model can give detailed information about
specific objects in the data set as it enables a quality assessment at the pixel level, although
this approach becomes time consuming in terms of processing speed for larger areas.

The chosen approach fits into the frame of spatial data quality with respect to lineage
information (Guptill and Morrison, 1995). All the algorithms used during the data
processing can be specified and can be attached as metadata to the interferometric product.

Finally, not being dependent on a reference data set can be advantageous, especially in
areas where no suitable reference data sets of any kind are available.   
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7 CONCLUSIONS AND RECOMMENDATIONS

The results presented in this thesis represent the first systematic approach for the
development of an alternative quality assessment procedure for SAR interferometric data
based on error propagation. The approach generally used earlier was based on the
comparison of the interferometric DEM with a reference data set. Because the quality and
availability of suitable reference data cannot be guaranteed this approach can not always be
followed.

The interferometric techniques, applications and processing have been reviewed and the
orbits, the atmospheric effects, temporal and baseline decorrelation as well as the
performance of the interferometric processing have been identified as potential error
sources. Furthermore, the need for quality assessment of SAR interferometric data sets
have been identified.

The input parameters for the interferometric processing such as the pulse repetition
frequency, the range sampling rate, the azimuth and range bandwidths, the Doppler
centroid frequency and the state vectors have been systematically investigated. Their
impact on the interferometric products has been evaluated. For this purpose a sensitivity
study has been carried out. This study has shown that the pulse repetition frequency and
the range sampling rate are the most critical input parameters which are not corrected by
the interferometric processing. The other input parameters given in the ERS leader file can
be accounted for if the amount of change in the input parameters is large enough. A study
on the influence of a combination of input parameters has indicated that a cross-correlation
between some input parameters exists. The input parameters are, therefore, not statistically
independent. Further research is needed to investigate the magnitude of the correlation and
its dependence on coherence, surface characteristics etc.

The user requirements for potential applications using digital elevation models as input for
further analysis have been investigated which showed a lack of quantitative study on the
aspects of quality. It has also shown that an awareness of the quality aspect for DEMs as
input for the various applications hardly exists.

A quality assessment has been carried out with all user requirements in mind and following
a systematic, scientific approach. A detailed method for quality assessment has been
worked out with due consideration to the theoretical background.

The theoretical background of error propagation has been provided and an empirical
implementation of the error propagation model based on an adapted Monte Carlo
simulation has been worked out.

The output of the error propagation model underlines the result of the sensitivity study.
The main contribution in the error budget has come from the pulse repetition frequency
and the range sampling rate. The influence of the orbit errors are less prominent but still
significant. The error propagation model has been applied to results of two test sites. The
results achieved emphasise different aspects. The size of the test site in Ningxia, China, is
not sufficient to perform the quality assessment adequately. There is no relation to
topographic feature visible in the error map. Comparing the estimated height accuracy with
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the results of earlier studies (e.g. Zebker et al., 1994b) show that the achieved result is too
optimistic. For the second area in Lower Saxony, Germany, the result of the quality
estimation with a standard deviation of 23.7 metres seems to be more realistic. The
comparison to the reference DEM has indicated some of the general problems with the
quality estimation of digital elevation models. In areas with forest cover, for example, the
heights obtained from SAR interferometry and from terrestrial measurements are not
comparable.

Basic information about technical specifications of available commercial and non-
commercial software packages has been collected (Appendix A).

The SAR interferometric product should be accompanied by a metadata set containing
detailed information about the data set itself and each single processing step. That should
include information about the following aspects:

� data set identification (sensor, orbit, frame, date of acquisition, product etc.)
� length of baseline
� co-registration method (based on intensity, complex values or SNR)
� interpolation method used for resampling during the co-registration
� filtering methods applied
� phase unwrapping method used
� for DEM: map projection, grid size etc.

The developed approach should be seen as a first step for a further research in the field of
quality assessment of SAR interferometric data in a systematic way. A number of issues
have been considered in this study. Some of these need to be investigated in greater detail.

One interesting task is the definition of representative areas for which the quality
assessment should be carried out. An area can be described in many different ways
depending on the perspective and need.

After these representative areas are defined properly, user related quality measures such as
a standard deviation for slope gradient etc. for a certain area of interest can be calculated
based on the proposed error propagation approach. This aspect certainly needs more
detailed knowledge about the user requirements which is still lacking in some of the
applications. This means that there is also a need for further investigation of these aspects
from the application side.

Another field of interest is the further investigation of the quality of processing algorithms
in terms of accuracy and processing speed. At the moment, there is no generally accepted
scheme used for the processing of SAR interferometric data in order to achieve optimal
results. An artificial data set for the simulation of different scenarios within a controlled
environment is a prerequisite for a systematic investigation of each single processing step.
This synthetic data set can be used for several aspects.

For the continuation of the sensitivity study, the influence of each input parameter due to
factors such as slope, land cover, noise etc. could be investigated.

Furthermore, a simulated data set allows a comparison of results with an absolute
reference as the correct result is known beforehand. It allows for the introduction of
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different error sources separately or in a combination. This enables conclusions to be
derived about the interrelation among different error sources.

The approach of controlled scenarios based on simulated data can be used for checking
models developed for corrections of some factors such as atmospheric effects etc.

This raises the question as to what kind of characteristics should a simulated data set have.
Since most of the users of DEMs take the elevation model as basis for their application
and often make use of the derivatives of the height, one aspect for the simulation is a
representation of the different derivatives at various scales. Different terrain types can be
simulated by using backscatter models developed by various institutes (e.g. Ulaby et al.,
1990). Noise as well as speckle can be introduced from various sources. Finally, the
parameters which influence the viewing geometry also need to be included.

The results presented in this thesis have clearly shown that a systematic investigation in the
field of quality assessment of SAR interferometric data is not only necessary and feasible
but that many aspects related to this topic still require more research. The results have also
indicated that further research in this line would be most rewarding in terms of the user
requirements to produce digital elevation models by means of SAR interferometry at an
operational level.
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Input parameters
Azimuth bandwidth, 58
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Input parameters (continued)
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Orbit state vectors, 59
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Interferogram, 15, 32
Interferometric phase, 9, 14
Interferometric products
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Differential interferogram, 17
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Interferogram, 15
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Interferometry. See SAR interferometry
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JERS-1 data, 1, 21, 29, 43
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Orbits

Ascending orbit, 20, 28

Orbits (continued)
Co-registration, 30
Crossed orbits, 6
Descending orbit, 20, 28
Determination, 22–23
Precise orbit, 10
State vectors, 59, 70-71

Orthometric height, 35

Phase, 8, 27
Phase to height conversion, 34–35
Phase unwrapping, 12, 17, 32–33
Phasor, 27, 30
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Pixel spacing, 32
Plan convexity, 49
Polar research, 20
Polarisation, 8
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Co-registration, 30–32
Data quality, 24
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Interferogram generation, 32
Phase to height conversion, 34–35
Phase unwrapping, 32–33

Processing and archiving facilities, 28
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Quality control
Ground control points, 49
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Reference DEM, 50
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Radarclinometry, 43
Radargrammetry, 42
RADARSAT data, 1, 21, 29, 43
Random errors, 47
Range bandwidth, 58, 64-65
Range sampling rate, 58, 62-63
Raster grid, 39
Reference DEMs, 2, 19, 50
Reference ellipsoid, 10
Reference surface

Ellipsoid, 34
Geoid, 34
Topography, 34

Repeat cycle, 29
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Repeat-pass interferometry, 14–15, 24
Resampling, 32
Resolution cell, 27
Root mean square error

Contour lines, 40
Definition, 48
Vertical accuracy, 47

SAR interferometry
History, 6
Products, 17

Satellite tracking, 29
SEASAT data, 6, 15, 19
Seismic events, 20
Semantic accuracy, 49
Sensitivity study

Azimuth bandwidth, 66–67
Combination of input parameters, 72–73
Data sets, 57
Doppler centroid frequency, 68–69
Orbit state vectors,  70–71
Processing scheme, 57
Pulse repetition frequency (PRF), 60–61
Range bandwidth, 64–65
Range sampling rate, 62–63
Shuttle imaging radar mission, 19, 29

Shuttle radar topography mission, 22
Signal-to-noise ratio, 11, 31
Simulated interferogram, 17
Single look complex data, 27
SIR-B data, 6
SIR-C data, 22
Slope, 49, 52
Slope aspect, 49
Slope gradient, 49

Software packages, 28, 36–37
Spaceborne interferometry, 12, 14, 23
Spatial resolution, 8
Speckle, 8
SPOT data, 43, 49, 50
Surface movements, 20–21
System noise, 7
System parameters, 7–8
Systematic errors, 47

Temporal decorrelation, 6, 21, 24, 29, 30
Temporal information, 49
Terrain height, 9, 12
Tethered satellite system, 12
Thermal noise, 7
Topographic mapping, 5, 6, 19
Topography, 34
TOPSAR data, 21, 29
Trends, 22–23
Triangulated irregular networks, 39

Vertical deflection, 34
Volcanic hazards, 21

Wavelength
Along-track interferometry, 13
Critical baseline, 11
Data quality, 7
Differential interferometry, 15
Multifrequency approach, 19
Phase difference, 9

X-SAR data, 22, 29
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GLOSSARY *

Accuracy. The accuracy defines the quality of a measurement that is measured by the
difference between the measurement and the value being estimated. The true value is
seldom known, although it can be approximated in some instances. The accuracy is
measured as root mean square (rms) error. See also Precision.

Across-track direction. see Range direction.

Across-track interferometry. The across-track method of interferometry is presently only
employed on airborne systems as it requires two SAR antenna systems to be mounted
simultaneously on the platform. The position of the two antennas mounted on an aircraft in
this configuration is perpendicular to the flight direction. A problem in this geometry is the
fact that the distinction between errors caused by the aircraft roll and the influence of the
terrain slope is not possible.

Along-track direction . see Azimuth direction.

Along-track interferometry . The along-track method of interferometry is only applicable
at present to airborne SAR systems, as both along-track and across-track methods require
two antenna systems on the same platform. The yaw and pitch cause � baseline
components in y- and z-direction which produce additional phase differences. Before
absolute velocity measurements are possible, a calibration of the phase difference is
necessary.

Amplitude . The amplitude is a measure of the strength of the signal. In case of a complex
signal it includes both the � magnitude and the � phase.

Antenna. The antenna is a device to radiate electromagnetic energy on transmission by a
radar, and to collect such energy during reception. An antenna pattern is designed with
spatial directivity, which concentrates the energy into a beam in both the vertical and the
horizontal directions.

Antenna footprint . The antenna footprint covers the area on the ground hit by one
transmitted pulse and from which the backscattered signal will be received.

Ascending orbit. The ascending orbit is a satellite orbit crossing south-north with a radar
sensor looking to the east. The image is rotated towards west in this case.

Azimuth direction . The azimuth direction, often referred to as along-track direction, is
defined as the flight direction of the satellite or airborne system.

Backscatter coefficient. The backscatter coefficient is defined as the � radar cross
section divided by the minimum resolved area illuminated on the target.

                                               
* The terms given in this glossary were selected from various sources to ease the understanding of the text

for readers not familiar in depth with the terminology in radar and SAR interferometry
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Bandwidth. The bandwidth is a measure of the span of frequencies available in a signal or
of the frequency limiting stages in the system. It is a fundamental parameter of any imaging
system and determines the � resolution available.

Baseline. The baseline is defined as the separation between the two antenna positions
either mounted on an aircraft or realised by two repeating satellite orbits. The length of the
baseline is taken as a measure for the � coherence expected for SAR interferometric data.
A precise knowledge of the length and the position of the baseline is a prerequisite for a
good performance of the data processing. See also � critical baseline.

Baseline components. The baseline geometry can be represented in three different ways.
The parallel flight paths are separated by the baseline with an orientation angle �. This
baseline can also be divided into the horizontal and the vertical component as well as into
the parallel and the perpendicular component of the baseline.

Baseline decorrelation. Since the two antennas are separated in the � across-track
direction, slightly different interference results are measured, even when the pixel derived
from each antenna covers the same area. This results in a loss of � coherence between the
two antenna outputs, referred to as baseline decorrelation.

Coherence. The coherence is a measure for the correlation of the phase information of
corresponding signals. It ranges from 0 to 1.

Critical baseline. The critical baseline is reached when the � baseline becomes larger
than half of the reflected beam width. In that case, the radar echoes have lost the
� coherence.

Cycle slip. A cycle slip occurs if a GPS receiver loses lock on one of more satellites which
results in a number of simultaneously observed satellites of less than four. In this case a
reinitialisation of the system becomes necessary in order to solve the ambiguities.

Datum. The datum describes the relationship between a particular local ellipsoid and a
global geodetic reference system. It is defined by at least five parameters: the semi-major
axis of the reference ellipsoid, the flattening, and the three datum shift parameters.

Decorrelation. The decorrelation is a measure of the degree of phase � coherence in the
complex radar returns from a target of interest acquired at different times. It has three
uncorrelated components. The thermal component refers to the � thermal noise
introduced by the system. The spatial aspect is covered by effects related to the
� baseline decorrelation. Finally, there is a temporal component describing the
� temporal decorrelation.

Deflection of the vertical. The deflection of the vertical determines the angle between the
directions of the ellipsoid normal and of the plumb line at a point.

Depression angle. The depression angle is the angle between a horizontal plane and the
radar beam from the � antenna to the ground surface.

Descending orbit. The descending orbit is a satellite orbit crossing north-south with a
radar sensor looking to the west. The image is rotated towards east in this case.
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Dielectric constant. For a given substance, the dielectric constant is defined as the ratio of
the capacity of a condenser with that substance as dielectric to the capacity of that
condenser with a vacuum as dielectric.

Differential radar interferometry . The differential use of SAR interferometry is adapted
for the measurement of small-scale movements in the vertical direction, e.g. for change
detection. This technique provides relative measures of the order of a few centimetres or
even less. The displacement measured by differential interferometry is not vertical, but
along the viewing direction.

Doppler centroid. The Doppler centroid is the centre Doppler frequency or zero of the
Doppler spectrum as the radar beam sweeps past the target. It is found by correlating
power spectra with some predefined weight functions. Since the Doppler centroid
generally varies over range, estimation is performed at several range positions. The
Doppler centroid estimate is required to maximise � signal-to-noise-ratio and
minimise azimuth ambiguities by matching the pass band of the azimuth compression filter
to the spectral energy distribution of the SAR signal.

Far range. The far range refers to the portion of a radar image farthest from the flight
path.

Footprint . see Antenna footprint.

Foreshortening. The time difference of two signals backscattered at the bottom and the
top of a steep slope is shorter than in a flat area. Therefore, the distance between two
points is mapped shorter in the image. This geometric effect  called foreshortening
compresses the backscattered signal energy, i.e. the affected area on the image appears
brighter.

Frame. An � orbit is split in several standard scenes called frames whose size and
location depend on the satellite. The ERS satellite orbit, for example, consists of 7200
nodes and 400 of them are used to identify the SAR frames through the node closest to the
frames’ centre. The standard frame size of an ERS scene is 100 � 100 km.

Frequency. The frequency is the rate of oscillation of a wave. In the microwave range, the
frequencies are on the order of 1 GHz to 100 GHz.

Fringe. A fringe represents the whole range of the phase in an interferogram from 0 to 2�

in a full colour cycle.

Geoid. The geoid is a gravitational equipotential surface near the mean sea level
representing the surface of zero height. It is used as a � datum for gravity survey and
serves also as a reference surface for topographic heights.

Geoid undulation. The geoid undulation is defined as the vertical separation between the
� geoid and a particular reference ellipsoid, i.e. approximately the difference between the
� normal height and the � orthometric height.
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Ground control point . The ground control point (GCP) refers to a physical point on the
ground whose ground positions are known with respect to some horizontal coordinate
system and/or vertical � datum.

Ground range. The ground range is the distance from the � nadir to a given object.

Incidence angle. The incidence angle is the angle between the radar beam centre and the
normal to the local topography.

Inclination . The inclination is the angle of the plane of a satellite orbit with respect to the
equatorial plane of the earth.

Intensity. The intensity is a measure of the energy reflected or emitted by an object.

Interferogram . The interferogram is defined as the product of the complex SAR values of
the second image with the complex conjugate of the reference image; i.e. the
corresponding amplitudes have to be averaged and the corresponding phases have to be
differenced at each point in the image. It contains the � amplitude as well as the � phase
information of a SAR image pair.

Interferometric processing. The interferometric processing generally consists of the
registration of the complex images, the formation of the � interferogram, the � phase
unwrapping and the reconstruction of the digital elevation model.

Layover. The layover effect represents the extreme case of � foreshortening. The signal
backscattered from the top of the mountain is received earlier than the signal from the
bottom, i.e. the foreslope is reversed. The pixel information from various objects is
superimposed which leads to a brighter appearance on the image.

Line spacing. The line spacing represents how much area each pixel covers in � azimuth
direction.

Look angle. The look angle is defined as the angle between the direction the antenna is
pointing when transmitting and receiving from a particular cell and the � nadir.

Looks. The frequency varies linearly with time so that the spectrum may be obtained by
dividing the coherent integration time into sequential subintervals and computing the
energy returned during each interval. These data segments represent the application of the
pulse compression processing over only a part of the synthetic aperture and are referred to
as looks.

Magnitude. The magnitude is the � amplitude of the wave irrespective of the � phase.

Matched filtering . see SAR processing.

Motion compensation. To provide topographic data with a precision of the order of one
metre from interferometric airborne data, it is very important to measure and compensate
for non-linear motion of the two antennas. Motion compensation is usually applied
assuming that the terrain is flat at a certain reference level, which is often not valid. This
leads to defocusing, peak misplacement, and phase errors in the compressed image.
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Nadir . The nadir is defined as the direction towards the centre of the Earth.

Near range. The near range refers to the portion of a radar image closest to the flight
path.

Noise. Noise is defined as random or regular interfering effects in the data which degrade
its information-bearing quality. See also speckle.

Normal height. The normal height (elevation of a point on the Earth’s surface) is the
vertical distance above a certain reference ellipsoid and is measured along the ellipsoidal
normal from the point to the ellipsoid. See also orthometric height and geoid undulation.

Orbit.  The orbit is the curved path, usually elliptical, described by a satellite about the
earth.

Orthometric height. The orthometric height (elevation of a point above mean sea level) is
the vertical distance above the � geoid and is measured along the curved plumb line from
the point to the geoid. see also normal height and geoid undulation.

Phase. The phase is the angle of a complex number.

Phase aliasing. The phase aliasing is the folding of higher into lower frequency
components in a discrete spectrum due to undersampling of the phase signal.

Phase unwrapping. The resultant � phase of the � interferogram, which is directly
related to the topography, is only measured modulo 2�. To calculate the elevation of each
point it is necessary to add the correct integer number of  phase cycles to each phase
measurement. The problem of solving this 2� ambiguity is called phase unwrapping.

Phasor. The phasor is the vector representing the resultant of all scattering objects within
the � resolution cell.

Pixel. Acronym for picture element. The pixels form the image in a regular grid and
visualise the data. The size of the pixel can exceed the size of the � resolution cell in
order to obtain square pixels or to reduce the � noise.

Pixel spacing. The pixel spacing represents how much area each pixel covers in � range
direction.

Polarisation. The polarisation defines the orientation of the electric (and magnetic) fields
of an electromagnetic wave. Horizontal (H) / vertical (V) polarisation refers to the electric
field (or magnetic field) vector being parallel to the surface of the medium that the wave is
incident upon.

Posting. The posting is defined as the distance between the centres of the � resolution
cell and can be unequal to the size of the resolution cell.

Precision. The precision is a quality associated with a class of measurements and refers to
the way in which repeated observations conform to themselves. The measure is given as
standard deviation. See also Accuracy.
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Pulse repetition frequency. The pulse repetition frequency (PRF) determines the number
of pulses transmitted per second.

Radar cross section. The radar cross section is the area of a fictitious, perfect reflector of
electromagnetic waves that would reflect the same amount of energy back to the radar as
the actual target.

Radar system. The radar system consists of a transmitter (generates a high power pulse of
light at radio wavelength), a switch (switches transmitted pulse to antenna, returns echoes
to receiver), an � antenna (directs transmitted pulse towards the area to be imaged,
collects returned echoes), a receiver (converts returned echoes to digital numbers) and a
data recorder (stores data values for later processing and display). Important radar system
parameters are the � wavelength, � polarisation, pulse length, � pulse bandwidth,
� pulse repetition frequency, transmit power, antenna size and operating rate.

Radiometric resolution. Radiometric resolution is a measure of how different two
uniform (speckled) regions of different backscatter levels have to be in order to distinguish
between them.

Range. The range is the distance from the radar to the target perpendicular the flight
direction. It can be either represented as � slant range or as � ground range.

Range direction. The range direction, often referred to as across-track direction, is
defined as the direction perpendicular to the flight direction of the satellite or airborne
system.

Reliability. The reliability is the confidence that can be assigned to a conclusion of a
probabilistic nature.

Repeat cycle. The repeat cycle is the time between one pass over a fixed location on earth
and the subsequent pass over the same location. It is identified by the number of � orbits
between the two repeated passes. More practically, but less accurately it is identified by
the number of days between repeat coverages.

Repeat-pass interferometry. Repeat-pass interferometry requires only one � antenna
and hence is the method most suited to spaceborne SAR sensors. This is also because for
this method precise location of the flight path is required, and satellites typically have much
more precise and stable orbital paths in the absence of the atmosphere, than do aircraft.
The satellite has to pass nearly the same orbit to cover an area twice with a slightly
different viewing geometry.

Resolution. The resolution is a measure for the minimum (spatial) separation between two
measurements in order for a sensor to be able to discriminate between them. The range
resolution depends on the pulse length whereas the azimuth resolution is determined by the
angular beam width of the illuminated terrain strip. Spectral and radiometric resolutions
refer to the resolving power of a system in wavelength and energy, respectively.
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Resolution cell. The resolution cell is an element of a SAR image representing the
physical properties. Besides the physical properties, the size of the resolution cell is also
determined by the processing from raw data to � single look complex (SLC) data. See
also pixel, posting.

SAR correlation. see SAR processing.

SAR processing. SAR processing, often referred to as SAR correlation, matched filtering
or azimuth compression, consists of image focusing through matched filter integration,
detection, and multi-look summation. The output files of a SAR processor usually are
presented with unity aspect ratio (so that range and azimuth image scales are the same).
Images may either be in � slant range or � ground range projection. Both of these
spatial adjustments require resampling of the image file.

Shadow. The shadow effect in radar imagery is different from optical imagery. In the  case
of � radar, no information is received from the backslope which appear as black regions
on the image. The length of the shadow depends on its position in range direction.
Therefore, the shadow in � far range are longer than in � near range.

Signal-to-noise-ratio. The signal-to-noise-ratio (SNR) is the ratio of the level of the
information-bearing signal to the level of the noise power. The maximum SNR of a device
is called the “dynamic range”.

Single look complex. The single look complex (SLC) data contain signal information in a
complex number, i.e. the � intensity and the � phase information is stored in a real and
an imaginary part.

Slant range. The slant range represents the distance from radar sensor to the target.

Speckle. Speckle is a scattering phenomenon which arises because the resolution of the
sensor is not sufficient to resolve individual scatterers. Physically speaking speckle is no
� noise, since the same imaging configuration leads to the identical speckle pattern.
Speckle can be reduced by multi-look processing and spatial averaging.

Swath. The swath is the strip of ground swept over by the moving radar beam.

Synthetic aperture radar. In a synthetic aperture radar (SAR) the azimuth resolution is
achieved through computer operations on a set of (coherently recorded) signals such that
the processor is able to function such as a large � antenna aperture in computer memory,
thus realising azimuth improvement in proportion to aperture size.

Temporal decorrelation. The temporal decorrelation is caused by physical changes in the
surface over the time period between observations.

Track. Each � repeat cycle  has an internal number of � orbits called tracks which have
the property of always covering the same area. For the ERS satellite the track numbers
follow the orbit numbers.

Wavelength. The wavelength is defined as the velocity divided by the � frequency of a
wave.
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APPENDIX A: INTERFEROMETRIC SOFTWARE

The institutes and companies who provided the following information about the software
packages are listed in alphabetical order. This listing does not indicate the expression of
any opinion of the author concerning the capabilities and performance of the mentioned
software packages.

Product:

Provider:

InSAR software 3

Alaska SAR Facility (ASF)
Geophysical Institute University of Alaska
Fairbanks
Alaska 99775-0800
United States

Source of information Rick Guritz

Platform SUN, Silicon Graphics

Memory 256 Megabytes minimum, 512 Megabytes recommended

Software No requirements

Programming language C

Internal data format Land Analysis System format for most products
(line oriented binary files)

Supported sensors ERS-1, ERS-2

Supported formats ASF computer compatible signal data (CCSD)
SLC (ASF SLC is a subframe of 30 x 40 km)

Processing facility Alaska SAR Facility

Calculated products Interferogram
Coherence image
Unwrapped phase
Digital elevation model
Simulated interferogram
Geocoded products

Quality control Ground control points
comparison with reference DEMs

                                               
3 has currently a restricted distribution to non-profit research and educational users of the United States
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Product:

Provider:

EarthView InSAR 1.0.5/1.1.0

Atlantis Scientific Inc.
20 Colonnade Road, Suite 110
Nepean
Ontario, K2E 7M6
Canada

Source of information Internet
(http://www.atlsci.com/products/EarthView_InSAR.html)

Platform SUN SparcStation SunOS 2.4 or higher

Memory 64 Megabyte

Software EarthView

Programming language C

Internal data format MFF

Supported sensors ERS-1, ERS-2, JERS-1, RADARSAT

Supported formats RAW (processed by
SLC

Processing facility European PAFs, RADARSAT

Calculated products Interferogram
Coherence image
Unwrapped phase
Digital elevation model
Differential interferogram
Simulated interferogram
Geocoded products

Quality control Ground control points
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Product:

Provider:

DIAPASON

Centre National D’Etudes Spatiales (CNES) DGAT/SH/QTIS
18 Avenue E. BELIN
31401 Toulouse CEDEX4
France 18 Avenue E. BELIN

Source of information Didier Massonnet

Platform DEC Alpha, SUN

Memory 64 Megabytes

Software No requirements

Programming language FORTRAN

Internal data format Own

Supported sensors ERS-1, ERS-2, SIR-C, X-SAR, RADARSAT

Supported formats RAW, SLC

Processing facility Any PAF

Calculated products Interferogram
Coherence image
Simulated interferogram
Differential interferogram

Quality control Sequencing of lines in raw data
Disparity (accuracy of co-registration through the
measurement of the width of a histogram)
Coherence image
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Product:

Provider:

InSAR software

Consorzio di Ricerca su Sistemi di Telesensori Avanzati
(CO.RI.S.T.A.)
Piazzale Tecchio 80
80125 Napoli
Italy

Source of information Giovanni Alberti

Platform IBM Risk 6000

Memory 196 Megabyte

Software No requirements

Programming language FORTRAN

Internal data format Own format

Supported sensors ERS-1, ERS-2, SIR-C, X-SAR, TOPSAR

Supported formats RAW, SLC

Processing facility Usually I-PAF

Calculated products Interferogram
Coherence image
Unwrapped phase
Digital elevation model
Simulated interferogram

Quality control Comparison to reference DEMs
Ground control points



Appendix A: Interferometric software

125

Product:

Provider:

GENESIS

Deutsches Zentrum für Luft- und Raumfahrt (DLR)
Deutsches Fernerkundungsdatenzentrum Oberpfaffenhofen
82234 Weßling
Germany

Source of information Nico Adam

Platform SUN

Memory optimised by multi thread programming
uses up to 500 Megabyte for a quarter scene

Software No requirements

Programming language Mainly C++, partly in IDL

Internal data format SUN raster (extended to float and short int complex format)

Supported sensors ERS-1, ERS-2, SIR-C, X-SAR

Supported formats RAW, SLC

Processing facility D-PAF, UK-PAF, I-PAF, C-PAF
internal VMP

Calculated products Interferogram
Coherence image
Unwrapped phase
Differential interferogram
Simulated interferogram
Geocoded products
Speed vector fields (for glaciers)

Quality control Comparison with reference DEMs
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Product:

Provider:

Interferometric SAR processor /
Differential Interferometry and Geocoding Software

Gamma Remote Sensing Research and Consulting AG
Thunstrasse 130
3074 Muri/Bern
Switzerland

Source of information Internet
(http://www.primenet.com/~gamma/gamma.html)

Platform DEC, HP, SUN, Silicon Graphics

Memory No requirements

Software No requirements

Programming language C

Internal data format SUN raster

Supported sensors ERS-1, ERS-2, SIR-C, X-SAR, JERS-1,
RADARSAT, DOSAR

Supported formats RAW (processed with Modular SAR Processor - MSP)
SLC

Processing facility European PAFs

Calculated products Interferogram
Coherence image
Unwrapped phase
Digital elevation model
Differential interferogram
Simulated interferogram
Geocoded products

Quality control



Appendix A: Interferometric software

127

Product:

Provider:

InSAR software

Institut für Navigation (INS)
Universität Stuttgart
Geschwister-Scholl-Straße 24D
70174 Stuttgart

Source of information Jürgen Schmidt

Platform DEC, HP, SUN, IBM, Silicon Graphics, PC

Memory 32 Megabyte

Software EASI/PACE

Programming language C

Internal data format PCIDSK
Other formats supported by Generic Database Library

Supported sensors ERS-1, ERS-2, SIR-C, X-SAR

Supported formats SLC

Processing facility European PAFs

Calculated products Interferogram
Coherence image
Unwrapped phase
Digital elevation model
Differential interferogram
Simulated interferogram
Geocoded products

Quality control Consistency checks
Ground control points
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Product:

Provider:

DIAPASON / SPOT3D

ISTAR
Espace Beethoven
Route Des Lucioles
6560 Valbonne
France

Source of information Stéphane Dupont

Platform SUN

Memory No requirements

Software No requirements

Programming language FORTRAN

Internal data format Own

Supported sensors ERS-1, ERS-2, RADARSAT

Supported formats RAW, SLC

Processing facility Any PAF

Calculated products Interferogram
Coherence image
Unwrapped phase
Digital elevation model
Differential interferogram
Simulated interferogram

Quality control
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Product:

Provider:

InSAR software

Istituto di Ricerca per l’Elettromagnetismo e i Componenti Elettronici
(IRECE-CNR)
Via Diocleziano 328
80124 Napoli
Italy

Source of information Gianfranco Fornaro

Platform UNIX

Memory 128 Megabyte

Software No requirements

Programming language FORTRAN

Internal data format Own

Supported sensors ERS-1, ERS-2, SIR-C, X-SAR, E-SAR, TOPSAR

Supported formats RAW, SLC

Processing facility Usually I-PAF

Calculated products Interferogram
Coherence image
Unwrapped phase
Digital elevation model
Differential interferogram
Simulated interferogram
Geocoded products

Quality control Comparison with reference DEMs
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Product:

Provider:

InSAR software

Jet Propulsion Laboratory (JPL)
California Institute of Technology
4800 Oak Grove Drive
Pasadena, California 91109
United States

Source of information Eric Fielding

Platform HP, SUN, SGI

Memory 256-512 Megabyte

Software No requirements

Programming language FORTRAN, C

Internal data format Own

Supported sensors ERS-1, ERS-2, SIR-C, X-SAR, JERS-1, TOPSAR,
RADARSAT, SRTM

Supported formats RAW, SLC

Processing facility Any PAF

Calculated products Interferogram
Coherence image
Unwrapped phase
Digital elevation model
Differential interferogram
Simulated interferogram
Geocoded products
Height error maps

Quality control Comparison with reference DEMs,
Comparison with deformation measurements
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Product:

Provider:

RSG - SAR Interferometry

Joanneum Research
Forschungsgesellschaft mbH
Steyrergasse 17
8010 Graz
Austria

Source of information Lado Kenyi

Platform SUN

Memory 32 Megabyte

Software Stand alone or ERDAS IMAGINE

Programming language FORTRAN

Internal data format Own

Supported sensors ERS-1, ERS-2, RADARSAT

Supported formats SLC

Processing facility D-PAF, I-PAF, UK-PAF

Calculated products Interferogram
Coherence image
Unwrapped phase
Digital elevation model

Quality control GCP residuals, DEM rms
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Product:

Provider:

ISAR Version 3.0 (developed by POLIMI and ESA-ESRIN)

Joint Research Centre (JRC)
Space Applications Institute
Advanced Techniques Unit
21020 Ispra (Varese)
Italy

Source of information Flora Paganelli

Platform SUN

Memory 32-64 Megabyte

Software No requirements

Programming language C

Internal data format Own format

Supported sensors ERS-1, ERS-2

Supported formats SLC

Processing facility I-PAF, D-PAF

Calculated products Interferogram
Coherence image
Differential interferogram

Quality control
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Product:

Provider:

PACE IFSAR Interferometric SAR (Version 6.1 Beta)

PCI Enterprises Inc.
50 West Wilmot Street
Richmond Hill
Ontario L4B 1B5
Canada

Source of information Internet
(http://www.pci.on.ca)

Platform PC, UNIX

Memory No requirements

Software EASI/PACE

Programming language C

Internal data format PCIDSK

Supported sensors ERS-1, ERS-2

Supported formats SLC

Processing facility European PAFs

Calculated products Interferogram
Coherence image
Unwrapped phase
Simulated interferogram
Digital elevation model
Geocoded products

Quality control
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Product:

Provider:

Interferometric Quick-look Processor

Politecnico di Milano (POLIMI)
Dipartimento di Elletronica e Informazione
Piazza Leonardo da Vinci 32
20133 Milano
Italy

Source of information Fabio Gatelli

Platform DEC, HP, Silicon Graphics

Memory No requirements

Software No requirements

Programming language C

Internal data format Own format

Supported sensors ERS-1, ERS-2

Supported formats RAW

Processing facility European PAFs

Calculated products Intensity multi-look image
Multi-look interferogram
Coherence image

Quality control
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Product:

Provider:

InSAR software
Multibaseline software for phase unwrapping
DEM generation and geocoding software

Politecnico di Milano (POLIMI)
Dipartimento di Elletronica e Informazione
Piazza Leonardo da Vinci 32
20133 Milano
Italy

Source of information Alessandro Ferretti

Platform DEC, HP, Silicon Graphics

Memory 32 Megabyte

Software No requirements

Programming language C

Internal data format Own format

Supported sensors ERS-1, ERS-2

Supported formats RAW

Processing facility European PAFs

Calculated products Interferogram
Coherence image
Unwrapped phase
Digital elevation model

Quality control



Appendix A: Interferometric software

136

Product:

Provider:

Zürich Interferometry Processor (ZIP)

Remote Sensing Laboratories (RSL)
University of Zurich
Winterthurerstr. 190
8057 Zurich
Switzerland

Source of information David Small

Platform SUN Solaris 2.x, previously SunOS 4.1.3

Memory 96 Megabyte

Software IDL for some visualisations, ERS precise orbit input

Programming language C, C++

Internal data format RSL-modified SUN raster file
(new types for float, double, float complex etc.)

Supported sensors ERS-1, ERS-2, SIR-C, X-SAR,
RADARSAT (data input, geocoding)

Supported formats RAW (through RSL Modular SAR Processor - MSP)
SLC (ESA CEOS, MDA ERS VMP)

Processing facility ERS - Harmonised CEOS (D-PAF, ESA-ESRIN)
ERS - tested on I-PAF, UK-PAF SLC
SIR-C (JPL)
X-SAR (D-PAF)
ERS, SIR-C (RSL MSP)

Calculated products Interferogram
Coherence image
Unwrapped phase
Digital elevation model
Differential interferogram
Simulated interferogram
Geocoded products

Quality control DEM-flattened interferograms (using reference DEM)
Backward geocoded slant-range DEM comparison with
reference DEM
Forward geocoded interferometric height, comparison with
reference DEM
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Product:

Provider:

matInSAR

University of British Columbia (UBC)
Radar Remote Sensing Group
Department of Electrical Engineering 2356 Main Mall
Vancover
British Columbia V6T 1Z4
Canada

Source of information Mike Seymour

Platform must support Matlab

Memory 64 Megabytes

Software Matlab Version 5.0

Programming language Matlab

Internal data format own (binary data file with associated ASCII text parameter
file)

Supported sensors ERS-1, ERS-2, RADARSAT

Supported formats SLC

Processing facility processing information available in header or parameter file

Calculated products Interferogram
Coherence image
Unwrapped phase
Digital elevation model

Quality control Coherence image for data quality
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Product:

Provider:

InSAR software

University of Stanford
Department of Electrical Engineering
232 Durand, STARLAB
Stanford
California 94305-9515
United States

Source of information Howard Zebker

Platform UNIX

Memory 300 MB

Software No requirements

Programming language FORTRAN, C

Internal data format Own

Supported sensors ERS-1, ERS-2, SIR-C, JERS-1, TOPSAR, ERIM Lear jet

Supported formats RAW

Processing facility Any PAF

Calculated products Interferogram
Coherence image
Unwrapped phase

Quality control Coherence maps, Doppler analysis, autofocus
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